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Abstract: A feedback flow control is designed to reduce the aero-optical 

distortions behind a backward facing step. The delayed-detached eddy simulation, 

based on the Spalart-Allmaras turbulence model, is developed to simulate the 

unsteady density variations caused by the shear layer. A database from simulations 

of both an unforced baseline flow and open-loop forced flows is built using the 

proper orthogonal decomposition. An Artificial Neural Network and an Auto-

Regressive eXogenous model are used to build a reduced order model of the flow 

field. Closed loop controllers for a suction-blowing actuator were simulated using 

the reduced order model. Finally, the actuation results from the closed-loop 

simulation are validated by re-computing the forced flow. The results show that 

aero-optical distortions can be reduced via the feedback flow controller based on 

the reduced order model. 
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1     Introduction 
 

Aero-optical aberrations have been a major issue for optical system design since such systems became 

airborne. Target-seeking missiles, airborne surveillance systems, and airborne laser weapon systems 

are examples of such systems that may be affected by aero-optical aberrations. The transmission of a 

collimated light beam through a medium with time and spatial variation of density results in a 

distorted wave front. The cause of such aberrations can be classified into two categories: the long-

distance atmospheric problem and turbulent unsteady flows in the near-field [1]. The former problem 

is concerned with the path length, which is much longer than the viewing aperture; aberrations caused 

by this problem can be compensated for to a reasonable extent by modern adaptive optics [2]. These 

modern adaptive optical correction methods, however, are incapable of resolving the latter problem of 

turbulent flow immediately surrounding the optical system [3]. 

In the near-field aero-optics problem, the turbulent flows of interest are compressible boundary 

layers and free-shear layers. There has been much work done in investigating the effects of high-

speed, turbulent boundary layers on optical aberrations. Cress et al. [4,5] have investigated the 

relationship between aero-optical measurements and flow characteristics such as Mach number, 

boundary layer displacement thickness, and wall heating. Scaling relationships for the root-mean-

square (RMS) of the optical path difference (OPD) were suggested and shown to be consistent with 



experimental data. There have been several experiments investigating the aspects of free shear layers 

in two-dimensional and three-dimensional turrets [6,7]. The free shear layer generated behind a turret 

forms large periodic structures that are due to the layer’s natural instability. These structures are the 

source of density variations that cause optical aberrations. Smith et al. [8] investigated the aero-optical 

change in the boundary layer due to a small--on the order of 10-20 % of the boundary layer thickness-

-backward facing step and suggested a simple model to account for step effects on the boundary 

layers downstream of the backward facing step. 

In an attempt to reduce these optical aberrations, Wittich et al. [9] performed an investigation with 

a beam passing through a shear layer with a variety of vortex generating devices. These passive flow 

control devices showed significant effects on the optical aberrations. The performance of passive flow 

control devices, however, was limited to the designed flow state; to overcome this limitation, a 

feedback flow control system was recommended. A feedback flow control system provides an 

extension to the passive flow control by sensing the instantaneous flow state and altering its output to 

account for its current flow state. Seidel et al. [10,11] showed promising results for feedback flow 

control strategies that reduced optical aberrations behind a large backward facing step. Their feedback 

flow control strategy is, first, to build a flow state database for unforced and open-loop forced flows. 

The delayed detached eddy simulations (DDES), based on the Spalart-Allmaras turbulence model, 

were employed in two-dimensional space to reduce the computational cost. Second, the obtained 

database was analyzed using the proper orthogonal decomposition (POD) and was then used to 

formulate a reduced order model (ROM) based on a wavelet neural net (WNN). Their results with the 

WNN model showed that a 35% reduction of optical aberrations is possible. 

Spalart et al. [12] suggested the detached eddy simulation (DES) method based on the one-

equation Spalart-Allmaras (S-A) turbulence model [13] for RANS applications. The S-A DDES is a 

hybrid Reynolds Averaged Navier Stokes (RANS) Large Eddy Simulation (LES) approach. The basic 

idea of the DES method is to use the S-A RANS turbulence model in the near wall region and to use 

SGS modeling in the separated region, in order to yield results that are comparable to those of the 

LES approach. The first formulation of Spalart’s DES, denoted as DES97 [12], relies on grid size to 

act as an LES model; this reliance presented problems for ambiguous-sized grids by acting as an LES 

on unwanted regions and causing laminarization of the turbulent boundary layer. The delayed DES 

(DDES) method was introduced to mitigate this reliance on grid sizes by adopting a blending function 

from the k  Shear Stress Transport (SST) turbulence model [14]. The inherently three-

dimensional and time-dependent DDES technique is known to be greatly dependent on the grid 

densities [14]; there have been many suggestions on how the DES length scale can be modeled [15-

17]. 

In this paper, a feedback flow controller is designed in order to reduce the aero-optical distortions 

behind a backward facing step. A three-dimensional preconditioned compressible CFD solver using 

the S-A DDES technique is developed to simulate the unsteady turbulent flow over the backward 

facing step of Driver and Seegmiller [18]. The experimental result of Driver and Seegmiller is used 

for the validation of the numerical results. The three-dimensional unforced baseline flow and the 

open-loop forced flow database are reduced to two-dimensional data by a spatial averaging in the 

periodic direction. From the reduced two-dimensional data, the root-mean-square of the OPD is 

obtained at each streamwise location and these results are analyzed using POD. The resulting POD 

spatial modes and modal amplitudes are then used to formulate a ROM based on the artificial neural 

network and the auto-regressive exogenous (ANN-ARX) model [19]. The ANN-ARX model is 

investigated for closed-loop control to reduce aero-optical distortions. 

 

2     Numerical Approach 

 

2.1     Governing Equations 
The preconditioned form of the compressible Navier-Stokes equations [20,21] can be written as  
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where Q  is the primitive flow variable vector, and iF and 
i

F  are the inviscid and viscous fluxes in 



each direction, respectively : 

  


























































jijiji

ijijvi

i

ijji

i

ii

quHu

puu

u

T

u

p









 0

,, FFQ

                                

(2) 

Here,  , p, and T  are the density, pressure, and temperature; iu  and ju  are the Cartesian velocity 

components. TCpeH p / is the total enthalpy, where e  is the total energy. iq is the heat 

fluxes in each direction and the quantities ij  and 
ij  are the laminar and turbulent stresses, 

respectively.  

The molecular viscosity is determined by the Sutherland law while the eddy viscosity, t , to 

determine the turbulent stresses, is defined by: 

1
~

vt f 
                                                                     

(3) 

The kinematic viscosity, ~ , is obtained from the S-A RANS turbulence model. 
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(4) 

where the first term is the production term, the second term is the dissipation term, and the last two 

terms are the diffusion terms: 
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and the coefficients are given as, 
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The DDES method replaces the wall distance, d , appearing in the production and the dissipation 

terms, directly and indirectly, with a new length scale, l
~

, given as: 

  DESd Cdfdl ,0max
~

                                                  
(5) 

where 65.0DESC , and the blending function, df , is given as: 
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Similar to that of r  given in S-A RANS, if dr  becomes 1, it acts as a RANS; as it approaches 0 it acts 

as a DDES. The filter width   is the subgrid length scale, which depends on the grid size, and which 

was first suggested in the DES97 model as: 

 zyx  ,,max
                                                            

(8) 

where it takes the longest dimension of the grid cell as its filter length. However, it has been found 

that using the cubic root of the grid cell volume, as: 

 3 zyx 
                                                               

(9) 

is less dissipative and closer to the LES formulation in the separated flow [16]. Both length scales are 

tested along with various grid sizes for the present problem. 

 

 



2.2     Numerical Schemes 
 

The numerical flux function at the cell interface is simply written as: 

  QFFF LR
i


 22

1

2

1



                                              
(10) 

where LR QQQ  . RF and LF  are fluxes at each side of the cell interface.   is defined by 

  uudiag jj ,,   [23], which replaces the flux Jacobian matrix of the inviscid flux. This 

numerical flux function is thought of as a scalar dissipation, whereas the baseline preconditioned Roe 

scheme has a matrix dissipation. The spectral radius of the preconditioned Jacobian matrix is only 

applied to the continuity equation’s dissipation term, whereas the momentum and energy equations 

are not affected. It has been found that this modified flux formulation preserves the stability and 

accuracy of unsteady computations. For the high-order reconstruction of flow variables, a 5
th
-order 

accurate upwind scheme without flux limiter is employed for the inviscid fluxes and a 4
th
-order 

accurate central difference scheme is applied to the discretization of the viscous fluxes.  

The 2
nd

-order backward differencing method is used to advance the solution in the physical time. 

The preconditioned dual-time stepping method [24] with a diagonalized alternating direction implicit 

(DADI) scheme [21] is applied to the preconditioned system at each physical time step. The present 

unsteady preconditioning scales the artificial dissipation in the flux function as well as improving the 

pseudo-time convergence efficiency regardless of the physical time step in general cases. 

 

2.3      Reduced Order Modeling 
 

A reduced order model (ROM) is a necessary tool for a fast and reasonably accurate prediction of the 

flow state; it is the basis of the feedback flow control strategy to reduce optical aberrations caused by 

distorted wave fronts. The distortions in wave fronts of an optical beam are directly related to density 

fluctuations due to the index-of-refraction, and the measure of the distortions can be expressed as the 

optical path length (OPL), as: 
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where ),( txn  is the time and spatial variation of the index-of-refraction and GDK  is the Gladstone-

Dale constant, given as a function of the wavelength of the optical beam,  , [25] as: 
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The wavelength used in this paper is nm633 , which corresponds to the wavelength of an He-Ne red 

laser. 

The differences in OPL mean that the optical beam, which started with a collimated wave front, 

will have spatial and temporal variations and its focus and intensity will be reduced. These distortions 

of the wave front can be expressed as OPD by subtracting the average OPL over the aperture [10]: 
zx

OPLOPLOPD
,

                                                       
(13) 

Assuming that the optical beam is propagated in the y-direction, an average in the x-z plane is 

subtracted. Since the OPD is a time dependent value, for simple comparison between the controlled 

results, RMS values of the OPD over time are considered. 

Decomposing a set of data such as the OPD results of the open-loop controlled cases, according to 

the spatial and temporal characteristics and by the proper orthogonal decomposition (POD), is 

essential in building a low dimensional dynamic model. The spatial characteristics are decomposed in 

to spatial modes and temporal fluctuations are mapped onto each mode as the modal amplitudes, as 

[26,27]: 
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Since the time-varying OPD is a one-dimensional value, the resulting mode, )(xj , is also one-

dimensional. The modal amplitudes, )(ta j , are used in the ROM. 

A class of neural network based ANN-ARX model is used as the ROM. An artificial neural 

network (ANN) is a biologically inspired mathematical model; the ANN-ARX is a simple model with 

signal “learning” capabilities. The input to output relationship is modeled as the sum of inputs, ix , 

multiplied by their weights as a weighted sum [28]: 
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and an activation function maps the weighted sum to the output. The most common activation 

function is the bipolar sigmoidal function: 
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This bipolar sigmoid function returns a value of 1 for large positive numbers and -1 for large negative 

numbers. Such functions are used mainly because of their differentiability. 

The weights are re-evaluated using the method of gradient descendent [29]: 
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where E  is the error sum of the given network: 
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2
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(18) 

This series of activation, error evaluation, and weight adjustment is carried out on each layer between 

the input and output (Figure 1). 

 

 
Figure 1: Example of artificial neural network. 

 

 

3     Numerical Results 

 

3.1     Validation 
 

3.1.1     Flow characteristics and grid system 
 

The physical properties of the Backward-Facing Step used by Driver and Seegmiller [18] are given in 

Table 1.  

 

 

 



Table 1: Flow characteristics. 
   

Step height h  cm27.1  
Reynolds number hRe  000,38  

Freestream velocity U  
sm /2.44  

Boundary layer thickness   cm9.1  
Momentum thickness Reynolds number Re  000,5  

 

 
Figure 2: Schematic of BFS [18]. 

 

The step has an expansion ratio of 1.125, with the height of inlet as h8  and the exit as h9 , where 

h  is the step height (Figure 2). The length of the inlet is 10h and the exit is placed at 60h downstream. 

The isothermal viscous wall boundary condition is applied to the top and bottom wall, and the 

periodic boundary condition is applied in the z-direction. The specified turbulent boundary layer and 

the constant pressure outflow boundary condition are applied to the inlet and outlet, respectively. For 

the inlet turbulent boundary layer profile, the velocity profile and kinematic eddy viscosity profile are 

generated from the EDDYBL program, written by Wilcox [30]. As can be seen from Figure 3, the 

generated profile follows the law of the wall very well. 

 

 
Figure 3: Specified turbulent boundary layer velocity profile in subgrid scale. 

 

To test the implemented S-A DDES method on the length scale (Equations 8 and 9), three 

different grids have been tested for validation: a coarse grid (Grid-C) with 96,000 cells ( 172121   

for the inlet section before the step, 1741141   for the section immediately after the step), a medium 

grid (Grid-M) with 268,800 cells ( 174121   and 1781201  ), and a fine grid (Grid-F) with 

499,200 cells ( 176141   and 17121241  ). For all grids, the first cell distance from the wall in the 

subgrid scale is, 1.0,  yx  and equally spaced in the z-direction. The time step used in the 

calculation is  Uht /025.0  and 80 sub-iterations are used for the pseudo-time convergence at 

each physical time step. 

 



3.1.2     Validation results 
 

For comparison with the experiment, time-averaged S-A DDES results are used. Pressure coefficients 

and skin friction coefficients at the lower wall are compared with the experimental data in Figure 4 

and Figure 5, respectively. In comparing the length scale, the maximum method, using Equation (8), 

shows large discrepancies with the experimental results. This is obvious in the sense that all grids 

have equal spacing in the z-direction and have z  as the maximum length. These results clearly show 

that the maximum method requires more grid points in the periodic direction. Meanwhile, the volume 

method, using Equation (9), shows good correlation with the experimental data when the medium 

(Grid-M) or fine grid (Grid-F) is applied.  

 

 
Figure 4: Pressure coefficient comparison. 

 

 
Figure 5: Skin friction coefficient comparison. 

 



Table 2: Comparison of the reattachment length. 
  

   

  Grid-C Grid-M Grid-F 

Max. length scale 

(Equation. 8) 
15.46  17.41  17.40  

Vol. length scale 

(Equation. 9) 
7.79   6.17   5.93   

Experiment [18] 6.20  
  

   

 

The computed reattachment length, shown in Table 2, also shows that using the cubic root of the 

cell volume reduces the effect of grid sizes in the periodic direction. Therefore, open-loop forced 

simulations adopt the volume method for the DDES length scale and the grid of medium density with 

268,800 cells ( 174121   and 1781201  ). 

The medium-grid results are investigated further for the OPD and for the frequency analysis. The 

OPD is first calculated while assuming that a collimated light source is placed over a range from 

0/ hx  through to 10/ hx . As shown in Figure 6 a) and b), the instantaneous OPD is very closely 

related to the vorticity, having large fluctuations in the proximity of vortical structures. The RMS of 

the OPD in Figure 6 c) shows that the fluctuation is greatest near 4/ hx , where the fully developed 

vortical structures are breaking up. Therefore, the RMS of the OPD from 8.3/ hx  to 2.4/ hx  is 

chosen as the point at which the reduction of OPD will be assessed. 

 

 

 

 
Figure 6: Instantaneous vorticity contour (a) and OPD (b) and RMS of OPD (c). 



The frequency spectrum shown in Figure 7 is obtained from the streamwise velocity component at 

point  1/,6/  hyhx . From these results, the most dominant frequency was found to be

Uhf /095.0 , which corresponds to the experimental value of Uhf /096.0 . The frequencies 

immediately next to the dominant frequency are Uhf /063.0  and Uhf /125.0 . These frequencies, 

along with the dominant frequency, are used as the actuation frequencies for the open-loop forced 

simulations. 

 
Figure 7: Frequency spectrum of streamwise velocity. 

 

3.2     Open-loop Controlled Simulation Results 
 

Open-loop controlled simulations are performed by numerically implementing a blowing and suction 

actuator at the edge of the step (Figure 8). The length of the actuator inlet is hmm 08.01   and the 

blowing and suction direction is tilted upwards by 45  to directly affect the shear layer being 

generated above the actuator. For the actuator boundary conditions, a parabolic velocity profile is 

assumed with blowing and suction velocity, BSU , as: 

 twSinAUBS 20                                                         (19) 

where 0A  is the amplitude and w  is the frequency. 

The actuation frequencies are decided from the previous validation case: Uhf /063.0 , 

Uhf /095.0 , and Uhf /125.0  in real-time. The corresponding frequencies are Hz200 , Hz330 , 

and Hz400 , respectively. For simplicity, Hz200 , Hz300 , and Hz400 are used as actuating 

frequencies. The actuating amplitudes used for the present computations are 1%, 2%, 3%, 4%, and 5% 

of the freestream velocity. 15 open-loop controlled cases in total are computed to establish the 

reduced order model. 

 
Figure 8: Implementation of blowing and suction boundary condition. 



 

All simulation cases are carried out over a time period of 500 non-dimensional time period 

( s145.0 in real-time). To include the transient effect of the actuator, each computation starts with 

the actuator-off condition; the actuator is turned on after 100 non-dimensional seconds and turned off 

at 400 non-dimensional seconds. 

The RMS of the OPD for all cases is displayed in Figure 9 at each actuation frequency. It can be 

seen clearly that the OPD fluctuation can be reduced with the given actuation velocity and frequency. 

 

 

 

 
Figure 9: RMS of OPD comparison for all open-loop simulation cases. 

 

To identify the mode that is responsible for the reduction of OPD RMS, the modal energy levels 

for the first four modes are compared in Figure 10. Figure 10 a) shows the modal energy for the 

Hz200  actuation cases; Figure 10 b) is for Hz300 , and Figure 10 c) is for Hz400 . The results show 

similar trends in all of the first four modes; however, having the largest energy, the first and the 

second modes are affected the most. Especially for the Hz200  actuation cases, the energy magnitudes 

of the first and the second modes for the 1%~3% results are attenuated compared to the baseline case. 

Reducing the modal amplitude of the first mode, therefore, is adopted as the feedback control strategy 

to reduce optical aberrations. 

 



 

 

 
Figure 10: Modal energy comparison for all open-loop simulation cases. 

 

3.3     ANN-ARX Predictor Validation 
 

The accuracy of the ROM is validated first by training the ANN-ARX for a few cases and by using 

the ROM to predict off-design cases, which it has not been trained with. Table 3 summarizes the 

trained cases and off-design validation cases that are used.  

 

 

Table 3: Trained and validation cases. 

(○: Trained cases, △: Off-design validation cases) 

Actuation 

Amplitude 

Actuation Frequency 

200Hz 300Hz 400Hz 

1% ○ ○ ⅹ 

2% △ △ ⅹ 

3% ○ ○ ⅹ 

4% ⅹ ⅹ ⅹ 

5% ⅹ ⅹ ⅹ 

 



An example of an on-design case and an off-design case are shown in Figure 11. The on-design 

case is the prediction of the actuation velocity and the frequency in which the ROM is trained. The 

off-design case, on the other hand, is simulated using the same off-on-off actuation, but with different 

actuation velocity and frequency. The present ROM reproduced the on-design case very well. 

Although it could not be expected for the prediction to duplicate the off-design case exactly, even the 

transient section ( t400 ), as well as the unforced section ( 1000  t ), is captured well. 

 

 

 
Figure 11: ROM validation for two cases; 

a) on-design case: 1% amplitude and 200Hz actuation, 

 b) off-design case: 2% amplitude and 300Hz actuation. 

 

3.4     Feedback Controlled Results 
 

The feedback controller designed with the objective of reducing the optical aberrations is 

schematically illustrated in Figure 12. The ANN-ARX model is used to predict the modal amplitudes 

for given the actuation velocity; the feedback controller uses the predicted modal amplitude to obtain 

the new actuation velocity using Equation 20. 

 

 
Figure 12: Feedback Control Flowchart. 



dt

da
KaKU dpBS

1
1                                                          (20) 

where 1a  is the modal amplitude of the first mode and dp KK ,  are the proportional gain and 

derivative gain, respectively. In order to minimize the modal amplitudes, the gains obtained are 

1.0,2.0  dp KK .  

The modal amplitude prediction and the actuation velocity of the feedback controller are shown in 

Figure 13. The actuation velocity is shown to be smaller than those of the simulated cases (smaller 

than 1%); however, velocities smaller than 1% are accounted for in the time varying input velocity. 

 

 
Figure 13: ROM prediction of modal amplitude and actuation velocity. 

 

The feedback controller is validated with three-dimensional S-A DDES simulation using the 

actuation velocity obtained from the controller (Figure 13 b). The result from the simulation is 

averaged in the z-direction to calculate the OPD; the OPD results are then decomposed using the POD 

method to obtain modal amplitudes. The modal amplitudes of the simulation using the feedback-

controlled actuation velocity are shown in Figure 14; the RMS of OPD is shown in Figure 15. 

 

 
Figure 14: Modal amplitude comparison with feedback control results and baseline case. 

 



  
Figure 15: RMS of OPD comparison with the feedback control results. 

 

The numerical results using the feedback-controlled actuation velocity indicate that the modal 

energy of the first mode was reduced by 17% and that of the second mode was reduced by 19% from 

the baseline case. Furthermore, Figure 15 shows that a large reduction, up to 60%, in the OPD RMS 

has been achieved with the present feedback control.  

 

4     Concluding Remarks 

 
A three-dimensional S-A DDES simulation has been successfully used in the designing of a 

feedback flow controller for turbulent flows over a backward facing step. The numerical results for 

the unforced baseline case showed good agreement with the experimental data of Driver and 

Seegmiller [18]. The pressure coefficients and the skin-friction coefficients were well predicted using 

the cubic root of the cell volume as the DDES length scale. The dominant frequencies of the 

streamwise velocity near the reattachment position were used as the actuating frequencies for the 

open-loop forced simulations. The POD results of the open-loop forced simulations showed that 

reducing the first mode’s modal amplitude can mitigate optical aberrations near the 4/ hx  region. 

The ANN-ARX model predicted the off-design cases with good accuracy. A simple control strategy 

to reduce the modal amplitude of the first mode resulted in a decrease in the OPD RMS of 60%, 

compared to the unforced baseline simulation.  
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