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Abstract: A multi-level framework for the design of low sonic boom aircraft is presented. An
approach combining linear supersonic potential theory with atmospheric propagation and loudness
prediction methods is used to generate low-boom near-field signals subject to lift and equivalent
area constraints. This signal generator is then used to build a response surface fit that enables a
conceptual-level design optimization to develop aircraft configurations with low boom. The impo-
sition of a diverse range of multi-disciplinary, conceptual-level design constraints ensures a viable
aircraft. Once a satisfactory baseline is obtained, the design is transferred to the CFD domain,
where an adjoint-driven inverse design approach is used to determine the detailed aircraft shape.
This optimization seeks to match the near-field pressure target associated with the conceptual
baseline design, subject to geometric constraints that ensure conceptual-level performance predic-
tions are preserved. An aircraft design example is presented, demonstrating the application of this
approach to a Mach 1.5 supersonic business jet with 75,000 lb cruise weight.

Keywords: Multi-Disciplinary Optimization, Computational Fluid Dynamics, Conceptual Aircraft
Design, Sonic Boom.

1 Introduction

The Shaped Sonic Boom Demonstrator (SSBD) program [1] confirmed in flight test that careful shaping
of an aircraft can predictably alter the shape of the propagated ground signal of aircraft traveling

at supersonic speeds. While indicating that the design of low-boom or even boom-less aircraft may be
possible, the computational cost and complexity associated with current state-of-the-art tools makes effective
conceptual-level design infeasible when using traditional optimization approaches. Ongoing efforts in low
sonic boom design have focused on gradient-driven shaping of the signature in the near-field [2, 3] or on
the ground [4, 5] to directly drive the high-fidelity shape optimization. Gradient-driven and gradient-free
approaches incorporating an integrated objective in the form of a noise level are described by Alonso et
al. [6]. Low-fidelity, linearized (area-rule) approaches are also described in Ref. [6]; however, these methods by
definition are unable to accurately capture the non-linear features — namely, shocks — present in supersonic
flows. While invaluable during design exploration, details of the shape produced by such approaches do not
readily carry over to equivalent high-fidelity representations of the geometry.

This paper presents a methodology for low sonic boom aircraft design, integrating multiple levels of
analysis fidelity in order to develop not only the detailed aircraft shape, but also to ensure the overall con-
figuration satisfies multi-disciplinary constraints resulting in a viable design. The task of minimizing sonic
boom loudness is solved using an approach based on linear theory, where a low-dimensionality parameter-
ization based on the F -function [7] enables rapid discovery of waveform shapes with low sonic boom. The
use of fast, linear methods enables the application of gradient-free optimization methods insensitive to the
multiple minima and discontinuities that characterize the sonic boom design space. This boom-minimization
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Figure 1: Boom minimization tool flow diagram

approach is used to build a response surface fit relating the equivalent area distribution (computed from the
F -function), aircraft weight, and cruise altitude to a minimum loudness value. By integrating this fit into
a conceptual design framework, an external aircraft configuration compatible with low boom is developed,
along with a corresponding low-boom target waveform. Finally, an inverse-design method is used to solve for
the detailed vehicle shape with near-field pressure disturbance matching the target waveform. The combined
design approach is demonstrated on the design of a notional, low-boom, supersonic business jet.

2 Generation of Low-Boom Near-Field Signals
Near-field signals with low sonic boom are sought using the optimization approach depicted in Fig. 1. A multi-
objective genetic algorithm (GA) based on NSGA-II [8] varies the distribution of shocks in the F -function
representation of the near-field pressure signal. The “MSID” block encapsulates an inner optimization level,
dedicated to solving for the near-field signal shape compatible with the provided shock distribution, sub-
ject to constraints on lift and enclosed volume. MSID refers to the Multi-Shock Inverse Design method of
Haas and Kroo [9]; a brief summary of the approach is presented in §2.1. In addition, linear axisymmetric
theory is used to estimate the wave drag of the equivalent body corresponding to the F -function shape.
To obtain a loudness estimate, the near-field pressure signal output from the MSID block is propagated to
the ground using the sBOOM augmented Burgers propagation code of Rallabhandi [10]; this ground signal
is then processed using the NFBOOM [11, 12] implementation of the Stevens Mark VII procedure [13] to
obtain the perceived loudness in decibels (PLdB). The loudness and wave drag are the objectives for the
multi-objective optimization. The Pareto-optimal front developed through evolution of the GA population
enables the designer to trade low-boom for low-drag; in this approach the focus is on low-boom, and use of
a multi-objective GA ensures that those surviving low-boom population members have the lowest drag at
their particular loudness level. The approach lends itself to parallelization, and the software implementation
has been designed to make full use of high-performance computing clusters.
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2.1 Multi-Shock Inverse Design
MSID extends the classic 2-shock Seebass-George-Darden (SGD) method [14, 15, 16] to handle an arbitrary
number of shocks. In both approaches, the Whitham F -function [7] is used as a means of relating the
equivalent axisymmetric area distribution Ae of a body

F (x) =
1

2π

∫ x

0

A′′
e (ξ)

(x− ξ)
dξ (1)

to the near-field pressure disturbance
∆p

p∞
(x) =

γM2
∞F (x)√
2βr
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where M∞ is the freestream Mach number, γ is the ratio of specific heats, r is the vertical offset distance of
the near-field from the body, and β =

√
M2

∞ − 1. For a lifting body terminating at a point, and taking as
negligible the effects of wake and jet exhaust, the equivalent axisymmetric body has finite base area

Ae(l) =
βL

ρ∞U2
∞

(3)

where l is the final body station, L the lift, and ρ∞ and U∞ the freestream density and speed, respectively.

2.1.1 MSID Background
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Figure 2: F -function shock-balancing

The MSID methodology is briefly described to moti-
vate a formal statement of the optimization problem.
As it propagates through the atmosphere, the near-
field form of the F -function distorts according to the
atmospheric advance factor (α, in Darden’s nomencla-
ture), potentially giving rise to a non-physical, multi-
valued signal. A single-valued signal is recovered by
introducing shocks, located such that the areas of the
regions enclosed by the signal are balanced about each
shock. In MSID, treatment of each shock is analo-
gous to that of the initial shock in the SGD approach.
Figure 2 shows a portion of a notional F -function.
The slope of the balancing line S is given by 1/α,
xbk is the desired shock location, and S intercepts the
F -function at xak

. The crossover point x′ separates
the enclosed areas A1 and A2. The optimizer varies
the F -values to ensure A1 = A2 by solving

A2 −A1 =

∫ xbk

xak

[F (x)− S(x)] dx = 0 (4)

for each shock, where F (xak
) = S(xak

) for the signal to be valid. To suppress shock formation due to
non-linear steepening of line segments not participating in area balancing, a slope limit of ε/α is imposed,
with ε typically set between 0.7 and 0.8. For the propagated ground signal, constraints are imposed on
the maximum allowable pressure jump, and minimum tolerated inter-shock interval. An integrated loudness
metric for the ground signal arguably obviates the need for such ground-signal specific constraints. A recent
study [17] on indoor perception of shaped sonic booms, however, indicates that ground signal features such
as initial overpressure and shock frequency may lead to signals which are objectionable indoors despite being
considered acceptable outdoors.
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The MSID optimization problem for a signal with N shocks is stated as

min J =

N∑
i=1

(∫ xbk

xak

[F (x)− S(x)] dx

)2

w.r.t. Fi

s.t. Ae(l)− βL
ρ∞U2

∞
= 0

F (xak
)− S(xak

) = 0 for k = 1, N
∆Pk −∆Pmaxk

≤ 0 for k = 1, N
τk −∆Tk ≤ 0 for k = 2, N
max(F ′(x) ∀ x ∈ [xbk−1

, xak
])− ε 1

α ≤ 0 for k = 2, N
rminj − rj ≤ 0 for j = 1, nr

(5)

The additional terms introduced here are ∆Pk and ∆Pmaxk
, which are the actual and maximum allowable

ground signal pressure jumps, respectively, τk and ∆Tk, the minimum allowed and actual ground signal
inter-shock time interval, respectively, and rminj and rj , the minimum allowed and actual radius at axial
station j.

The optimizer seeks to minimize the sum of the squared area imbalance at each shock with respect to the
F -function ordinates yi. In addition to the MSID constraints, the additional radius constraint enables the
designer to specify minimum radii at an arbitrary number of user-prescribed axial stations. Ref. [9] provides
complete details of the approach along with a brief summary of the theoretical background.

2.1.2 Solving for Near-Field Signals with MSID
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Figure 3: Automated F -function template construc-
tion based on balance point xbk . xb0 and xbN corre-
spond to the initial and final shocks, and wp is the
peak width

A gradient-based optimizer is used to solve for the
F -function shape in Ref. [9]. Although this is an
efficient approach to solving the optimization prob-
lem, the initial shape and point-distribution of the
F -function required careful construction to ensure a
well-posed problem. For sonic boom minimization,
the solution of many different F -function shapes is
required, and a more robust approach amenable to
automation is needed.

To satisfy the requirement on robust optimization,
a genetic algorithm (GA) is used to solve the inverse
design optimization problem (Eq. 5), with constraints
handled using linear exterior penalty methods. De-
spite an increase by several orders of magnitude in the
number of required function evaluations, turnaround
time to obtain and MSID solution is only a few sec-
onds.

Proceeding towards full automation of the MSID
process, consider that the character of the F -function
is defined by the locations of the balance points, and
that the initial and final balance points are always
fixed. Based on this observation, a function template
is constructed as follows: every interior shock except the last is assigned 3 vertices to form a peak of width
wp. The remaining region leading up to the final shock is assigned 5 equally spaced vertices. The abscissae
specified, the ordinates are randomly assigned, and the GA is responsible for finding the F -values resulting
in a valid F -function. Illustrated in Fig. 3, this spartan formulation of the F -function was heuristically
determined over many trials, and found to offer sufficient degrees of freedom that a solution to the MSID
problem was consistently found.
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Figure 4: Illustration of parametric balance point layout for an F -function with seven shocks. With three
parameters controlling the uniform stretching, and left-right biasing and shifting of shocks, a wide variety of
signal shapes is possible

2.2 Shock Parameterization for Efficient Optimization
A multi-objective GA is used to determine the balance point distribution minimizing sonic boom loudness
and wave drag. When performing this optimization, a critical consideration is that the point distribution
must remain in sequence for the signal to remain valid. Initial trials allowed unrestricted selection of the
balance points by the GA, relying upon its inherent robustness to weed out invalid shock distributions. In a
large proportion of cases, this resulted in a rapid and pervasive corruption of the population that in practice
was unrecoverable. Pre-specifying fixed bounds for each balance point to explicitly forbid crossing of balance
points prevented signal corruption, but such binning unduly constrained the design space, hiding many of
the more interesting near-field signal shapes that propagated to quiet ground signals.

To resolve this dilemma, rather than allow the optimizer to directly select the balance points, they are
parametrically distributed using a combination of stretching, biasing and shifting operators, as illustrated
in Fig. 4. The benefits of this approach are two-fold. First, with only three design variables, the optimizer
can distribute an arbitrary number of shocks in a diverse range of ways. Second, even with this flexibility,
shocks are guaranteed to remain in sequence, ensuring that every instance of near-field pressure in the GA
population represents a physically realizable waveform.

3 Aircraft Conceptual Design with Minimum Loudness Objective
The Program for Aircraft Synthesis Studies [18] (PASS) provides a design environment encompassing all
aspects of mission performance. Transonic acceleration and supersonic cruise performance are estimated
using a linearized area rule method [19]; as a result an equivalent axisymmetric representation of the aircraft
is generated for each instance of the aircraft configuration. Low-speed performance metrics such as balanced
field length and second segment climb gradient are estimated with the aid of an integrated discrete-vortex
method (a sample geometry is shown in Fig. 5(a)). This discrete-vortex model includes geometry features
such as flaps, slats and control surfaces, allowing for the inclusion of constraints such as the maximum
allowable elevator deflection for takeoff rotation in the design process. Aircraft component weights are based
on available data for modern business-jets, while wing and empennage weights are estimated based on a
statistically correlated bending index that is related to the fully stressed bending weight of the wing box.
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(a) Discrete-vortex model used to predict low-speed perfor-
mance

(b) User-defined fuel tank layout used for weight and balance

Figure 5: Examples of PASS analysis models used during mission performance prediction

Fuselage weight is based on gross fuselage wetted area and a pressure-bending load parameter. The center of
gravity (CG) location is computed based on weight and typical placement of the various aircraft components;
CG movement during the mission due to fuel burn is also modeled based on the fuel tank layout, an example
of which is shown in Fig. 5(b).

A typical optimization objective in the absence of boom considerations is the minimization of maximum
takeoff weight. In this application, the goal is minimization of sonic boom loudness, a metric to which PASS
is insensitive. Consider that the near-field target generator, due to its use of the F -function, can be used to
derive the equivalent area distribution corresponding to the generated pressure signal; indeed this relation
is what allows for the imposition of constraints on the axial development of cross-sectional area. At each
mission evaluation, PASS produces an equivalent area distribution corresponding to the current aircraft
configuration. By repeatedly calling the target generator with a variety of equivalent area constraints,
cruise weights, and altitudes, a response surface relating these parameters to sonic boom loudness can be
constructed. In this case, fitting is performed using an Ordinary Kriging implementation by Rajnarayan [20].
Introducing a call to this fit in the objective function following the mission analysis (at which point equivalent
area, cruise weight and cruise altitude are available) enables the PASS optimization to obtain an estimate
on loudness for the configuration state at any given iteration.

The PASS tool augmented with the sonic boom loudness fit is described graphically in Fig. 6. While the
objective has changed, constraints ensuring a viable aircraft are still imposed, such as a minimum require-
ment on the 2nd-segment climb gradient, maximum allowable vertical tail CL during engine-out conditions,
and minimum allowable cruise-climb gradient. The fit relating aircraft parameters to loudness guides the
optimized aircraft configuration towards one compatible — at least in a linear sense — with the target
pressure signal. When simply specifying loudness as the objective, as is the case here, a concern is the
unbounded increase in takeoff weight as the optimizer attempts to satisfy a range constraint, which may not
readily align with configuration changes necessary for low sonic boom loudness. However, loudness tends to
increase with aircraft weight, and as a result the latter parameter can be safely omitted from the objective.

Gross sizing parameters, such as the rough fuselage shape, wing and empennage planforms, and relative
locations of each of these major components, are then transferred to the second stage of the design process,
where the adjoint-driven inverse design framework performs detailed shaping of the aircraft. In this second
stage, the PASS-derived gross sizing parameters are held fixed, and only parameters describing details such
as airfoil section shapes, wing twist parameters and the fuselage radius distribution are allowed to vary.
Additionally, geometric constraints from the PASS design definition are imposed to ensure features such as
wing thickness and cabin size are preserved. By limiting the adjoint-design degrees of freedom to param-
eters to which the PASS analysis is largely insensitive, the performance predicted for the PASS-developed
configuration is preserved. Experience has shown that with sufficient effort and design degrees of freedom,
the inviscid L/D predicted by PASS can be reliably recovered in the CFD domain.

6



PASS Mission Analysis

Kriging Fit

Optimizer
Length

Eq
ui

v.
 a

re
a

WeightAltitude

Loudness

PASS Design 
Variables

Figure 6: Development process for conceptual baseline with low-boom objective

4 Adjoint-Driven CFD for Conceptual Design
The high-fidelity component of this approach uses the NASA Cart3D [21] CFD design framework. It employs
a multilevel, embedded boundary Cartesian mesh, and provides a robust and efficient parallel multigrid
solver for the three-dimensional Euler equations. Cart3D also features adjoint-derived sensitivities [22] and
adjoint-driven mesh refinement [23], both essential components for the design approach presented here.

The SNOPT [24] constrained optimization system is used to drive the high-fidelity optimization. SNOPT
uses a Sequential Quadratic Programming (SQP) algorithm, solving a Quadratic Programming (QP) sub-
problem at each major iteration in order to determine the next search direction. Hessian updates are
performed using the BFGS formula.

The high-fidelity objective function is a weighted sum of the form

J = wp

∫ (
p− pt
p∞

)2

ds+ wD(CD) + wL(CL − CLt
)2 (6)

where the subscript (t) denotes a target value. This functional combines the near-field pressure target, drag,
and lift constraint.

4.1 Adjoint-Driven Mesh Refinement
The accuracy of a CFD solution is dependent on the quality of the volume grid used. While hand-crafted
grids are generally adequate at resolving body-based functionals such as lift and drag, accurate resolution
of near-field pressure is more difficult. Adjoint-driven mesh refinement allows for the rapid and automated
generation of volume grids that are appropriately tailored to the targeted functionals, while also providing
an estimate of the functional error on the adapted grid.

In this refinement method, adjoint-derived cell-wise error estimates are used to flag cells in the volume grid
that contribute the most error to the objective of interest. Flagged cells are then iteratively refined through
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Figure 7: Truncated cone providing a simple illustration of geometric sensitivities to the parametric variables
defining its shape

successive flow and adjoint solutions until a preset error tolerance is satisfied. Details on the implementation
of the adjoint solver and adaptive mesh refinement scheme are given in Refs. [22] and [25].

The validation of this method in supersonic flow is described in previous work [26], where mesh alignment
and stretching techniques were used to dramatically reduce volume grid densities required for accurate
near-field pressure prediction. In the current approach, adaptive refinement is used to determine meshing
requirements for high-fidelity shape optimization, using a technique described in recent work by Aftosmis et
al. [27].

4.2 Adjoint-Driven Design
The adjoint implementation of the Euler flow solver computes sensitivities of Eq. 6 with respect to shape
parameters (design variables) of the model; details of the approach are given in Ref. [3]. This procedure
requires computation of the sensitivities of the surface triangulation with respect to the design variables.
These sensitivities are computed by central differencing each vertex xi in the surface discretization with
respect to each geometric design parameter v

∂xi

∂v
=

x+
i − x−

i

2ε
(7)

where ε is the perturbation of the design parameter, and x+
i and x−

i represent the locations of the ith
vertex following positive and negative perturbations of the design parameter v, respectively. Cases where
a perturbation is only feasible in one direction substitute one-sided differencing. The truncated cone shape
depicted in Fig. 7(a) provides a simple illustration of surface sensitivities relative to axial stretching along
the z-axis, and changes to top and base section radii (Figures 7(b) through (d), respectively). Red shading
indicates the increasing magnitude of surface sensitivity with respect to the design variable.

The parametric geometry modeler used to produce the surface triangulations and associated surface
sensitivities required for this work was initially conceived to produce specialized high-precision geometry
for a prior study [28]. The capability and scope of this modeler has grown considerably since that time,
and it now provides sufficient flexibility to produce full aircraft configurations, with surface sensitivities, as
demonstrated in Fig. 8. Sensitivities associated with geometric features are also computed, allowing the
imposition of constraints on quantities such as area, volume, and thickness in a way that can be efficiently
handled by the optimizer. This approach retains much of the flexibility afforded by a CAD-based geometry
generation system while offering significant time savings, especially as the number of design parameters is
increased.

5 Aircraft Design Example
This example demonstrates the application of the presented design approach on a conceptual aircraft design
problem. The baseline configuration was created using PASS, with the basic planform shape and layout of
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(a) Sensitivity to height change in fuselage station (b) Sensitivity to wing break section twist

Figure 8: Illustration of surface sensitivities computed for a pair of typical geometry design parameters. Red
shading indicates the increasing magnitude of surface sensitivity with respect to the design variable

major components established as described in §3. Salient characteristics of this vehicle are summarized in
Fig. 9.

5.1 Geometry Parameterization
The geometry parameterization used during the inverse-design phase is defined using 250 shape design
variables, and is illustrated in Fig. 10. The geometry consists of 6 components, which are constructed as
follows:

• The fuselage is lofted using 27 defining stations; the resultant shaping authority, particularly near
the nose, was found in previous work [29] to be necessary to match low-boom target signals of the
form produced by the target generation approach described in §2. To minimize the structural weight
penalty associated with pressurization of the forward fuselage, these stations are circular, with radius
allowed to vary at every station. A 5 ft minimum radius is specified for the cockpit station (first red
highlighted station), while a 6 ft minimum radius constraint is placed at the cabin constraint stations
(remaining two red highlighted stations). Stations aft of the cabin use a significantly more flexible
parameterization that allows for a wide range of cross-section shapes. The fuselage is lofted using a
modification of the monotone cubic Hermite spline proposed by Rajnarayan [30, 31].

• The Kulfan “class function/shape function” (CST) parameterization [32] with 4th-order Bernstein poly-
nomials is used to generate the airfoil section shapes at each of the defining spanwise stations, resulting
in 10 design variables per section. The wing can be lofted either linearly or smoothly using a cubic
spline interpolation. The wing incidence angle relative to the fuselage is adjustable, but not varied
during optimization. The incidence angles of the all sections are allowed to vary, with the exception
of the root section. The thickness-to-chord (t/c) ratio of each section is constrained to be equal to
the thickness distribution established by the PASS optimization, which considers not only the effect of
thickness on aerodynamic performance, but also on structural weight. In this case, the tip t/c ratio is
5%, steadily decreasing to 2% at the root section.

• The horizontal tail is all-moving, and its incidence angle is allowed to vary. Root and tip airfoil sections
are defined using a similar CST parameterization as the wing, with 10 design variables per section.
The t/c ratios of the defining sections are constrained to be equal to the PASS-optimized value of 3%.

• The vertical tail geometry is defined by four 4% thick CST sections with 10 design variables per section
(with t/c constraint again from the PASS model). The vertical tail is lofted using the monotone spline
interpolation.

• The nacelle pylon geometry consists of a swept prismatic extrusion of a 10-parameter CST section
constrained to be no less than 4% thick. Pylon incidence is allowed to vary.
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Sref 1,106 ft2

AR 4.1
Λc/4 57.2º
λ 0.21
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ybreak/b 0.333
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Λc/4, v 59.0º
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Cruise Mach 1.5
Cruise L/D 8.23
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Initial/final 
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0.15 /
0.15

Initial/final 
cruise altitude

45,000 ft / 
57,000 ft

Payload 5,640 lb

Performance

Total design variables: 20

Figure 9: PASS baseline planform view and general characteristics

• The nacelle geometry is flow-through, with internal diameter corresponding to the engine inlet diameter
predicted by PASS. The outer mold line is fixed; only pitch and yaw of the nacelle are allowed to vary.

The wing and empennage planform shapes, along with their positions relative to the fuselage, are specified
by the PASS aircraft definition and not allowed to vary as part of the optimization. Longitudinal placement
of the nacelles is similarly specified by PASS. The PASS baseline configuration makes certain assumptions
about the spanwise and longitudinal lift distributions and does not include any airfoil twist parameters.
In order to provide a reasonable starting point for the adjoint-driven shape optimization, a sequence of
drag-minimization runs was performed to roughly characterize wing twist and angle of attack needed to
meet the CL requirement. This study presents untrimmed results; pitching moment in the final design would
be easily corrected with fuel pumping (as was done, for example, on Concorde).

5.1.1 Evolution of Parameterization

The geometry parameterization shown in Fig. 10 corresponds to that of the final optimized configuration.
Initially, this parameterization was less complex, with all circular fuselage sections, and a linearly-lofted
wing defined by 3-sections (matching the PASS-parameterized planform). Figure 11 describes how the
initial parameterization was expanded, enabling the optimizer to match the provided near-field signal with
the allowed shaping authority. Mach contours, along with the corresponding best near-field pressure signal
(relative to the target) achieved with the initial parameterization is shown in Fig. 11(a). The pronounced
aft undershoot in the ∆p/p plot is due to the nacelle. Note that the initial spike present in the target signal
is due to the linear theory approach used in its generation; due to the small distance over which the spike
occurs, when the signal is area balanced the resulting initial shock is very weak. As a result, the discrepancy
between the Euler-predicted signal and the target at this location does not manifest itself in the propagated
ground signal. A more flexible aft fuselage parameterization was introduced, enabling the optimizer to hide
the presence of the nacelle by flattening the aft fuselage, as seen in Fig. 11(b). The remaining discrepancy
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Wing
• 3 – 6 defining sections
• 10 variables each

• Incidence on all but root section

Fuselage
• 27 defining stations
• 1 – 6 variables per station

• 3 radius constraints

Horizontal Tail
• 2 defining sections
• 10 variables each

• Incidence

Wing-Body-Tail-Nacelle-Pylon Parametric Model
250 shape design variables

Vertical Tail
• 4 defining sections
• 10 variables each

Pylon
• 1 defining section
• 10 variables

• Incidence

Nacelles
• Pitch
• Yaw

Figure 10: Parametric wing-body-tail model used for inverse design

in the near-field signal was associated with the hard kink in the wing trailing edge break. Transitioning to a
cubic spline lofted wing planform and filling the hard break with a smooth fillet yielded the result shown in
Fig. 11(c); at this point the optimizer was felt to have the shaping flexibility required to match the provided
target. Note that the planform shape, other than the trailing edge fillet, is preserved.

5.2 Results
The volume mesh for this example was constructed using mesh stretching and rotation techniques described
in previous work [26]. The mesh had a total of 5M cells with an aspect ratio of 4:1. Near-field pressure signals
predicted for the starting and final geometries are compared against the target in Fig. 12(a). Agreement
in general is very good. The propagated ground signals are shown in Fig. 12(b). The forward section of
the ground signal shows good agreement with the target, while the slight increase in gradient of the aft
portion of the signal in the near-field have formed a stronger aft shock, resulting in the increased loudness
relative to the target. The final geometry PLdB is 79.4, 12 PLdB quieter than the initial design. The final
geometry inviscid L/D is 14. Mach contours on the symmetry plane for the initial and final geometries are
shown in Fig. 13(a) and (b), respectively. The reduction in shock strength is clearly visible between the two
panels. Cp contours on the final geometry are shown in Fig. 14. Some features of note are the blunting of the
nose, smoothly blended wing planform, and pronounced flaring out of the aft fuselage sections. This latter
item is clearly visible in Fig. 14(b). The inverse design optimization from starting to final geometry used
approximately 200 design iterations, consuming roughly 100 hours of wall-clock time on a desktop PC∗.

∗A dual-hex (12 cores) 2.93 GHz Intel Xeon PC
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(a) Initial parameterization. Circular fuselage sections, linearly lofted wing with 3 defining stations
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(b) More flexible aft fuselage sections introduced
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(c) Wing converted from linear to cubic spline lofting; with the exception of the fillet at the break section trailing edge, planform
shape is preserved relative to 3-section wing

Figure 11: Evolution of geometry parameterization leading to that used to develop final configuration. Left
panel in each figure shows Mach contours on geometry and symmetry plane, while right panel shows best
achieved near-field signal, relative to target, with the noted parameterization. Near-field signals are sampled
at 2.4 body lengths beneath the aircraft
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(b) Propagated ground signals

Figure 12: Comparison of near-field and propagated ground signals for target, starting and final geometries.
Near-field pressures sampled at h/L = 2.4. Cruise M∞ = 1.5, altitude 45,000 ft, and CL = 0.15 (this
corresponds to a cruise weight of roughly 75,000 lb)
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Figure 13: Comparison of Mach contours plotted on the symmetry plane for starting and final geometries.
Cruise M∞ = 1.5, CL = 0.15
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(a) Front 3⁄4 view

(b) Rear 3⁄4 view

Figure 14: Cp contours on final geometry. M∞ = 1.5, CL = 0.15
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6 Conclusions and Future Work
This work presented a multi-level framework for the conceptual design of aircraft with low sonic boom.
Fast, linear methods enabled the rapid discovery of low-boom near-field pressure signals. The incorporation
of this capability into a sophisticated, multi-disciplinary conceptual design tool through a response surface
fit enabled the development of aircraft configurations compatible with low-boom. A full mission analysis,
including constraints on range, balanced field length, climb performance, and transonic ac celeration en-
sured a viable aircraft. Detailed shaping of the outer mold line was then performed in the CFD domain
using an adjoint-driven, inverse design approach, subject to geometric constraints ensuring that the CFD
parameterization only altered the geometry in ways that the mission analysis and associated constraints were
insensitive.

Driven using a multi-level optimization scheme and coupled with the novel parameterization and automa-
tion methods developed as part of this work, MSID was found to be an effective way of developing near-field
signal shapes incorporating lift and volume constraints. The coupling of this method through a response
surface fit with the conceptual design component enables the development of baseline configurations com-
patible with low boom. Baseline designs are then transferred to the CFD domain, where an inverse-design
method re-shapes selected aspects of the aircraft outer mold line in order to match the near-field waveform
target. By limiting the shaping authority of the inverse-design optimization to parameters to which the
conceptual-level analyses are insensitive, performance predictions made by these analyses — such as cruise
range, takeoff field length and structural weight — are preserved in the final, CFD-based design. Finally, the
airplane design example showed that even with the optimizer lacking any planform shaping and positioning
authority, the shape of the near-field pressure on the optimized aircraft geometry was in good agreement
with the target signal.

Future work will explore whether alternate aircraft configurations, such as delta-wing and oblique wing
designs, can deliver similarly low sonic boom levels while offering even higher aerodynamic performance.
The inclusion of power effects, including inlet and exhaust flows, and their effect on shape and performance
will be investigated. In terms of the design approach, the potential for performance improvements and lower
sonic boom loudness resulting from the integration of the PASS analysis into the shape optimization will be
studied.
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