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Abstract: We present a method for constructing design-appropriate shape parameterizations of
discrete surfaces for optimization of flight vehicles. The method allows the designer to choose a
set of points located on the aerodynamic surface to serve as design variables. Arbitrary geometric
constraints can be prescribed and are intrinsically incorporated into the parameterization. The
technique supports both fine-scale control and more rigid, large-scale deformation modes, enabling
the recovery of standard wing design parameters. We show that local shape features, such as air-
foil sections, can be preserved even under large-scale deformation. Deformations of high-resolution
surfaces typically require less than a second to compute. Parameterizations can be modified and
refined at design time, allowing for incorporation of new design variables and constraints through-
out the design process. We demonstrate the technique on demanding 3D aerospace geometry
manipulation problems, including the creation of a parametric wingtip generator. We conclude
with an airfoil optimization problem conducted in two stages, where the shape parameterization
is enhanced between stages. This work is an important step towards our broader goal of offering
aerospace designers more relevant, customized control over shape deformation.

Keywords: Aerodynamic shape design, optimization, discrete geometry, deformation, parameteri-
zation, constraints, constructive modeling, parametrization

1 Introduction

The ability to drive a baseline aerodynamic shape to one with superior performance hinges on the quality
of the shape parameterization. Every set of design parameters inherently restricts the range of reachable

shapes, which can be helpful or hurtful. On the one hand it is often useful to delimit the design space,
both to simplify the optimization problem and to avoid exploring regions known to be off-limits, often for
non-aerodynamic reasons. On the other hand, pre-set deformation mechanisms can restrict the design space
in irrelevant ways, needlessly hindering the discovery of valid designs. Deliberate, informed tailoring of the
design space to individual problems is crucial for effective design.

In constructive modeling approaches to design (e.g. CAD or custom in-house modelers)[1–6], such cus-
tomization is difficult. While shape parameters in constructive modelers are usually physically motivated,
they are not always particularly relevant for aerodynamic design. It is often desirable to re-parameterize the
shape before or during optimization, but this process is generally time-consuming and costly.

An alternate approach is to work directly with discrete geometry (e.g. triangulations or other surface
meshes). With discrete geometry, there is no fixed set of shape parameters. The shape is free from the
constraints of a particular constructive modeler. The discrete geometry approach thus has the potential to
support custom shape parameterizations that are appropriate for the design problem at hand. Aerospace
industry research on discrete geometry methods has resulted in several high-quality techniques for shape
deformation [7–15]. However, these techniques have had limited success in providing intuitive parameters
for shape design, as they typically require time-consuming manipulation and grouping of large numbers of
control points with little relevance to design.
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In this work we present a technique for creating custom, design-appropriate shape parameterizations
of discrete surfaces. Our approach is to leverage the smooth deformation techniques listed above, but to
automate them and remove them from the designer’s direct control. Instead, the designer directly selects and
manipulates any number of points on the surface and prescribes geometric constraints, while an automated
system solves for a smooth deformation of the remainder of the surface that satisfies the constraints. The
method, called “constraint-based deformation”, is in fact already widely used in the computer graphics
(CG) community, and was only recently introduced into the aerospace community [16]. Constraint-based
deformation gives the designer direct control over the things that matter (i.e. the surface itself and geometric
constraints), while eliminating the need to orchestrate the clouds of control points involved in discrete surface
deformation. By supporting the construction of relevant design parameters and by exactly enforcing user-
specified constraints, this technique can greatly improve the expression of design intent.

In the following section, we provide an overview of the open geometry manipulation platform that was
developed in previous work. Thereafter we present a general constraint-based technique for designing cus-
tom shape parameterizations. We evaluate the technique on two aerodynamic shape design examples, and
conclude with a brief discussion of preliminary work on returning discrete surface optimization results to
constructive surface models.

2 Geometry Platform
For decades, the CG industry has invested heavily in the development of sophisticated geometry manipu-
lation tools. Although these tools were not originally developed with an engineering focus, they hold great
potential for aerospace design. In addition to offering well-established deformation techniques, CG tools are
of particular relevance to the aerospace industry because of their high degree of automation and extensi-
bility through back-end scripting interfaces. They are designed for composing and rendering hundreds of
thousands of visual scenes without user interaction in production environments. This focus on automation
is crucial for aerospace design environments. Optimization frameworks likewise require reliable and flexible
geometry engines. Furthermore, new deformation techniques can be rapidly prototyped and incorporated
as extensions to these standard, unified geometry manipulation platforms. This enables design groups to
tailor a robust discrete geometry platform to meet their needs by writing relatively simple plugins instead
of coding a full geometry manipulation tool from scratch.

In previous work, we introduced an open discrete geometry tool for aerospace design [17], which we
use as the platform for implementing the technique discussed in this paper. The platform is based on a
powerful, open-source 3D modeling suite called Blendera and serves two roles. First, it allows rapid interactive
prototyping of shape parameterizations, using custom panels in Blender’s mature GUI. Second, it serves as
a fully-automated geometry engine, in a role analogous to a CAD server or scriptable custom modeler.
Optimization frameworks can request deformations through a scripting interface. Surface sensitivities are
also provided to support gradient-based optimization. The platform can be used alone or pipelined with
constructive modelers and other geometry tools to enhance existing design environments.

A Discrete Geometry
Like many modern geometry tools, our platform works directly with discrete surfaces. As compared to con-
structive modeling (e.g. CAD), discrete geometry allows highly flexible shape modifications. The emphasis
here is not on having a completely open design space, which is rarely desirable. The focus is rather on
the ability to customize the deformation modes and constraints to suit the problem at hand, freeing the
designer from the constraints of the original constructive parameterization, which are often aerodynamically
irrelevant. Another decided advantage of discrete geometry is the ability to refine the shape parameteriza-
tion at design time, while preserving the results of optimization on the initial parameterization. Designers
can begin optimization in the confidence that the initial shape parameterization is non-binding and can be
readily modified as a clearer picture of the design space naturally emerges. For these reasons, pure discrete
geometry approaches to aerodynamic design are becoming increasingly popular [4, 8–11, 13–20].

awww.blender.org
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(a) A lattice reshapes a transport fuselage into a notional supersonic fuselage.

(b) Two lattices shape an airfoil. (c) Surface sensitivity to a lattice control point. Dark blue
corresponds to the highest sensitivity, light gray indicates zero
sensitivity.

Figure 1: Lattice deformation

B Lattice Deformation
In this work we rely heavily on a technique called lattice deformation, which is a type of free-form deformation
(FFD). Figure 1 illustrates this technique. A regular, rectangular lattice is generated, and surface meshes
are placed within this volume. As the lattice is deformed, the embedded surfaces are deformed along with
the volume. Each lattice control point smoothly deforms its local neighborhood using a cubic B-spline basis.
The total surface deformation is a smooth blending of the effects of all the control points. Even if the lattice
control points are deformed non-smoothly, the surface deformation retains a degree of smoothness. If more
precise control is needed over a particular region, a second localized lattice can be overlaid, as demonstrated
in Figure 1(b), in which one lattice handles large-scale shape changes to an airfoil, while another exercises
precise control over the leading edge.

Lattice deformations have a localized effect on the geometry, as depicted in Figure 1(c). Each control
point has a region of influence of up to two control points away (the region of support for cubic B-splines).
Vertices outside this zone are unperturbed. Lattice deformation has very low computational cost, essentially
independent of the resolution of the embedded surface or the scale of its local features. The technique is also
agnostic to the discrete geometry format: lattices can simultaneously deform surface triangulations, volume
meshes, and even constructive models. Furthermore, deformations remain smooth even on low-quality surface
discretizations.b

Lattice deformation is just one example of a broad class of “volumetric” deformation techniques. Many
conceptually similar methods have been used directly for aerospace design [2, 8, 9, 13, 14, 16, 21]. These
approaches are excellent at rapidly and smoothly deforming discrete surfaces. However, they are poor at
parameterizing geometries for aerodynamic design. It is challenging and unintuitive to express engineer-

bBy “low quality”, we mean either coarse tessellations or features such as high aspect ratio faces or widely varying vertex
degrees/valences. Such properties can cripple surface-based techniques but do not impact volumetric techniques.
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ing design intent by orchestrating clouds of control points floating around the surface geometry, and it is
time-consuming to properly enforce meaningful geometric constraints. Additionally, volumetric deformation
techniques tend to produce illogical shapes due to their inherent lack of surface-awareness. Overcoming
these challenges requires a high degree of user expertise and an intimate understanding of the underlying
deformation mechanics.

In the following section, we discuss a higher-level constraint-based technique that leverages the inherent
smooth properties of lattice deformation (or equivalently any of the techniques cited above), while giving
the user a more direct means of expressing design intent and systematically enforcing constraints.

Thickness

Vertex positions

Angle Straight Edge

Circular

(“Pilot points”)

Figure 2: Some basic constraints in aircraft design.

3 Constraint-Based Deformation
In this section we discuss the constraint-based parameterization and deformation technique that is the
essential element of our geometry platform. The technique is based on well-established ideas used widely in
the CG industry [22–31]. Our particular approach is also inspired by the work by Yamazaki et al., who first
used the idea in an aerospace setting [16].

In constraint-based deformation, the geometry is reshaped using a small set of handles, or “pilot points",
located directly on the surface, which can serve as design variables for shape optimization. Surface manip-
ulation is intuitive, because the user has direct control of the surface. There is complete freedom to choose
the number and location of design variables. The user does not directly control the entire surface, only a
sparse collection of pilot points. Manipulation of these points automatically drives a background lattice,
which then smoothly deforms the remainder of the surface. The user never directly manipulates the lattice,
allowing it to be hidden from view.

We use the same technique to exactly enforce geometric constraints frequently used in aerodynamic
shape optimization, such as angles, volumes, surface areas, thicknesses, straightness (collinearity), etc. By
construction, constraints are intrinsically included in the parameterization. We automatically restrict the
design space to include only shapes satisfying the constraints, so that the parameterization inherently cannot
produce an invalid shape. If no valid shape is possible, the system returns a best approximation to the
constraints, in a least-squares sense.

To be more precise, both the design variables (pilot points) and the constraints are in fact simply “pa-
rameters” that drive the deformation. The distinction between design variables and constraints becomes
relevant only in the context of optimization. This implies that any geometric “constraint” could alternately
be used as a design variable. For example a thickness parameter could be used either as a true constraint (to
fix the thickness), or as an active design variable with a lower bound (to set a minimum thickness). Each
shape parameter is expressed as a function of the location of one or more surface vertices. For example, an
airfoil thickness parameter can be expressed by relating the position of two vertices vi and vj located on the
upper and lower surfaces of the airfoil:

f = vi − vj (1)

4



Alternately, taking f = vi prescribes the absolute location of vertex vi, establishing it as a pilot point. Other
constraints are derived in a similar manner. This focus on the specification of arbitrary constraints broadens
the work of Yamazaki et al.[16], where the focus was primarily on pilot points.

Given a set of custom shape parameters (including both design variables and constraints), written as
functions F = [f1, f2 . . . fn]

T with values X = [x1, x2 . . . xn]
T , and noting that the new surface T is a direct

function of the lattice deformationc D, we have a matrix system of equations:

F (T (D)) = X (2)

We then solve for a lattice deformation D to obtain a new surface satisfying the set of constraints.
In general, the solution is frequently non-unique. There may exist an infinite number of valid deformations

that meet the prescribed constraints (e.g. when only a few constraints are applied). In other cases, it may
be impossible to simultaneously meet all the specified constraints. How to select the “best” deformation in
under- and over-constrained situations is an open question and usually depends on the context. However,
some choices are more natural than others. In previous work [17], we presented a preliminary constraint-
based technique that used a least-squares solution. We summarize that approach in the following section
and then proceed to discuss an energy-based method for picking more intuitive deformations.

A Least-Squares Solution
Intuitively, the least-squares solution seeks to meet all the user-specified constraints while minimizing the
lattice deformation. For under-constrained systems, it returns the lattice deformation vector ∆D of smallest
magnitude that satisfies the constraints. For over-constrained systems, it returns the ∆D that results in the
smallest overall constraint error in a least-squares measure. To compute this deformation, we solve Equation
2 iteratively using

∆D = −
(
∂F

∂D

)−1
P∆X (3)

where ∆X is the difference between the current and target constraint values (i.e. the deviation from a
satisfied set of constraints), and P is an optional preconditioning matrix to improve stability and convergence.
Iteration is only necessary when nonlinear constraints are present. If all constraints are linear, then the
solution requires only a single step and P can be dropped. We defer a systematic treatment of nonlinear
constraints and preconditioning as topics for future work and focus here on the essential solution technique.

The term ∂F
∂D is the sensitivity of the constraints to the lattice control points, which in general is a

rectangular matrix. Equation 3 therefore implies a pseudo-inverse. To compute ∂F
∂D , we first expand it into

a product of independent terms

∂F

∂D
=
∂F

∂T

∂T

∂D
(4)

The term ∂T
∂D is the sensitivity of the surface to the deformation mapping (i.e. the “surface sensitivities”).

The term ∂F
∂T is the sensitivity of the parameter values to the vertices on the discrete surface. It may be

either derived analytically for each type of constraint, or finite-differenced if a closed form derivative does
not exist. For example, the analytic constraint sensitivities for the thickness parameter in Equation 1 are

∂f

∂T
=
∂vi

∂T
− ∂vj

∂T
(5)

If the constraint system is fully linear, Equation 3 will reach the solution in one step, otherwise iteration
is required. The constraint system is linear if both (1) the constraints are linear functions of the surface
vertices ( ∂F∂T is constant) and (2) the surface deformation is a linear function of the deformation parameters
( ∂T∂D is constant). If only pilot points and relative position constraints (Equation 1) are used, the system is
fully linear. Other constraints, such as volumes, straightness and angles, may be nonlinear.

cProperly, D is the vector of scalar (x,y,z) deformations of the lattice control points. Note that the use of lattice deformation
is not required. Any other deformation technique could be used instead, in which case D would be the vector of parameters
governing that particular deformation model.
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Figure 3: Least-squares lattice solution to
constrained airfoil deformation. The top pilot
point is moved vertically while the remainder
are pinned.

While at first glance the matrix inversion in Equation 3
may raise concerns about expense, in fact the size of the ma-
trix is manageable. The two dimensions of ∂F

∂D are the num-
ber of custom geometric parameters nparam (design variables
plus constraints) and the number of lattice control points nlatt.
Most importantly, the dimensions of ∂F

∂D are independent of
the surface resolution, so the technique remains viable even for
complex geometries. Deformations typically require less than
a second. We discuss deformation speed more thoroughly in
section D.

One of the drawbacks to using the least-squares approach is
a strong dependence on the lattice resolution, as demonstrated
in Figure 3. Using a coarse lattice results in a broader de-
formation, while using a fine lattice localizes the deformation,
sometimes severely. This can be a major disadvantage, as it
requires the user to be familiar with the underlying lattice me-
chanics, preventing automation and requiring user expertise.
We would thus like to choose a more intuitive deformation satisfying the same constraints, using a method
that is less dependent on the lattice resolution. Figure 3 also shows that deformations resulting from the
least-squares solution have little physical basis. This fact motivated Yamazaki et al. [16] to turn to a more
sophisticated energy-based technique, which we discuss in the following section.

B Energy-based Solution
The energy-based approach to deformation is motivated by the observation that physical deformations tend
to follow an energy-minimizing principle. In shape design we are not usually concerned with realistically
modeling real-time surface deformation. However, following some of the basic physical principles can tremen-
dously improve the intuitiveness of the deformation.

We still require the geometric constraints in equation 2 to hold, but instead of choosing the least-squares
solution, we now choose the solution minimizing some energy E. To keep the deformations rapid, we define
this energy on the lattice, which has fixed complexity (i.e. number of control points), rather than on the
arbitrarily high-resolution surface.d We also require the energy definition to be quadratic in the deformation,
which, as before, allows us to obtain a solution in a single step if all constraints are linear.

Before choosing a particular energy definition, we can state the general formulation as follows. Let the
discrete quadratic energy E be defined as

E = DT

(
nlatt∑

i

Ki

)
D = DTKD (6)

where D is the perturbation of the lattice control points (i.e. D = 0 for the unperturbed lattice) and Ki

are symmetric, positive definite matrices defined at each lattice control point in terms of a stencil over the
neighboring control points. The definition of Ki has a large impact on the types of deformation obtained.

Momentarily we will compare two particular choices of Ki. However, the following standard solution
technique is independent of the particular energy definition. To solve for the lattice deformation minimizing
a quadratic energy (Equation 6) subject to linear constraints (Equation 2), we introduce the Lagrangian

L = E + λ · [F (D)−X)] (7)

where λ is a vector of Lagrange multipliers. The minimal energy solution satisfying the constraints occurs
where both ∂L

∂D = 0 and ∂L
∂λ = 0. Because nonlinear constraints may be present, the formulation becomes

slightly more complicated. While the energy is defined in terms of the total perturbation D of the lattice
dThe energy can also be defined on the discrete surface itself. This approach is called “surface-based deformation” and is

characterized by physically intuitive results but also by costly deformation times on high-resolution surfaces [12, 26, 32].
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from the baseline state, the gradually converging nonlinear constraints must be written in terms of a local
perturbation from the previous time step, ∆D = Dk+1 −Dk. This results in the following set of equations:[

K ∂F
∂D

∂F
∂D

T
0

] [
∆D
λ

]
=

[
−KDk

X

]
(8)

where as before, ∂F
∂D is computed from Equation 4. Roughly speaking, the top row of equations minimizes

the lattice deformation energy, while the bottom row enforces the constraints.

1 Lattice Laplacian Energy

Tuesday, June 26, 12

Figure 4: Locally mini-
mized Laplacian energy.

We now examine two particular definitions of the discrete lattice energy. The
first attempts to minimize the distortion in the lattice as measured by the
discrete Laplacian of the lattice control points. This energy is zero when each
control point is located at the centroid of its immediate neighbors N , as shown
in Figure 4. Using the notation in Equation 6,

K = LTL (9)

where L is populated using Laplacian stencils. For example, using a 5-point stencil on the interior of a 2-D
lattice:

L[i, j] =

 −1 : i = j
1
4 : i ∈ N (j)
0 : otherwise

(10)

In practice we extend this approach to 3D using a 27-point stencil for interior points and reduced stencils
for treatment of the boundaries.
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Figure 5: Laplacian-minimizing solu-
tions to the constrained lattice deforma-
tion.

Figure 5 shows deformations that minimize the lattice Laplacian
energy. Unlike the least-squares solution, this energy-minimizing
solution is nearly insensitive to the lattice resolution. This allows
the lattice to be generated automatically and be hidden from the
designer. Figure 5 also shows, however, large shear and expansion
of the airfoil section. The largest deformation does not even occur
at the displaced pilot point. In extreme cases this can result in
lattices that flip over on themselves. While mathematically this is
the expected behavior, stemming from the Laplacian’s blindness to
both shearing and dilation, it would rarely be the behavior intended
by a designer.

2 Elastic Lattice Deformation Analogy

One alternative approach to overcome the drawbacks of the Lapla-
cian energy formulation is the approach developed by Yamazaki et
al. [16], where the lattice is viewed as an elastic object that resists
deformation. An elastic deformation energy is defined using

K = STBS (11)

By analogy, the matrix S is related to the “strain” in the lattice and B is a constitutive matrix:

B =


λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 4µ 0 0
0 0 0 0 4µ 0
0 0 0 0 0 4µ

 (12)
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Figure 6: Elastic
energy-minimizing solu-
tions to the constrained
lattice deformation.

where λ and µ are expressed in terms of Poisson’s ratio and an arbitrary mod-
ulus of elasticity:

λ =
νE

(1 + ν)(1− 2ν)
, µ =

E

2(1 + ν)
(13)

The reader is referred to the original paper for the full derivation [16]. Figure
6 shows deformations minimizing the elastic lattice deformation energy. As ex-
pected, the lattice now behaves somewhat like a stretching net, while the surface
deformation is still smooth but more localized than under the Laplacian energy def-
inition. Shearing and dilation are penalized, avoiding the problems seen in Figure
5 with the Laplacian energy. While the elastic technique is more sensitive to the
lattice resolution than the Laplacian method, it avoids the sometimes pathological
contortions of the least-squares method noted earlier.

C Ambiguity
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Figure 7: Two lattice deformations sat-
isfying the same set of constraints.

Figure 7 shows the two energy-minimizing methods satisfying the
same set of constraints to within numerical precision. The Laplacian-
based energy excels at broad, smooth deformations with global im-
pact, while the elastic energy results in more localized deformations.
Which is more desirable depends on the problem at hand, and which
is more “intuitive” depends on the user’s perspective. Figure 7 illus-
trates the ambiguity of intent that is present in any set of constraints.
In different situations, one or the other might be the desired defor-
mation. Our aim is not to provide a one-size-fits-all solution, but
rather to present the designer with a reasonable and clear set of
decisions to make, such as desired locality of deformation, required
smoothness, etc. Harnessing this freedom without overwhelming the
designer with excessive details is a topic of ongoing research.

D Cost
The computation is split into two parts. To obtain rapid deformations during optimization, we pre-compute
and store as much as possible. This pre-computation phase can require several minutes but only takes place
once. Subsequent deformations require seconds or less.

1 Pre-computation

The most expensive step is the pre-computation of the surface sensitivities to the lattice ( ∂T∂D in Equation 4).
The energy matrix K is computed quite rapidly, but since it remains constant throughout the optimization,
we pre-compute it as well. In our prototype implementation, the pre-computation phase can take up to
several minutes, depending on the resolution of the surface and of the lattice. This should not pose a serious
problem, as it is performed offline before optimization. However, several major speed improvements are
possible. For simplicity, we currently compute the sensitivity of every surface vertex to the lattice. In reality,
only the sensitivities of the small set of vertices that affect the constraints are required. In parallel settings,
the computation of surface sensitivities can be split across multiple processes.

2 Deformation

Each deformation proceeds in three steps:

1. Populate matrix system.

2. Solve for lattice deformation D (Equation 3 or 8).

3. Apply lattice deformation D to obtain new surface T.

If any constraints are nonlinear, the above sequence iterates to converge on the final deformation.
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Table 1: Deformation timings (in sec-
onds) on a mid-2009 laptop.†

Surface vertices Time
6 K 0.07 s
48 K 0.27 s
127 K 0.62 s
185 K 0.87 s

(64 lattice points, 20 constraints)

Lattice points Time
8 0.001 s
27 0.04 s
64 0.06 s
125 0.17 s
216 0.53 s

(6K vertices, 2 constraints)
† Intel 3.06-GHz Core2Duo wall clock

times, averaged over 1000 random

deformations. All constraints were

linear — no iteration was required.

Populating the matrices (Step 1) and applying the final defor-
mation (Step 3) both involve computations that scale linearly with
the number of vertices on the discrete surface, the number of points
in the lattice, and the number of constraints. For the energy-based
techniques, the square matrix to be solved (Step 2) has dimensionse
(3nlatt +nparam), which is notably independent of the complexity of
the surface discretization. As the matrix solution generally requires
the bulk of the time, the total deformation cost is strongly depen-
dent on the lattice deformation but only weakly dependent on the
surface resolution.

Table 1 shows typical deformation timings confirming this as-
sessment. The most immediate observation is that deformations all
required less than a second, even for fine surfaces and lattices. In the
top portion of the table, the number of constraints and the lattice
resolution are held fixed. Thus the matrix solution time (Step 2) is
constant, and the time variation is due solely to the number of ver-
tices. In the bottom table, the number of vertices is held fixed, and
the times are dominated by the matrix solution, which is most sen-
sitive to the lattice resolution. The solution time does scale at least
quadratically with the number of lattice control points, however all
deformations examined here required less than a second. Further-
more, these results are based on a preliminary implementation that
uses a Python-based linear matrix system solver. Naturally, replac-
ing this with a more efficient solver will greatly reduce deformation
times across the board, but we re-emphasize that the relative insensitivity to the resolution of the discrete
surface means that the technique remains viable even for very high resolution surfaces.

4 Standard Wing Parameters
In addition to the highly flexible deformation modes demonstrated in Figures 3-7, we can also obtain more
rigid modes of deformation that are important in engineering settings. In this section we briefly show
how a small set of constraints can be used to express standard wing design parameters, while preserving
important aerodynamic and structural features such as airfoil sections, straight leading and trailing edges,
or wing-fuselage intersection lines.

We focus on two basic elements in wing design: airfoil preservation and straightness enforcement (e.g.
on leading and trailing edges). Straightness is maintained by constraining a line of surface vertices to
remain collinear. Preservation of airfoil sections is accomplished by grouping the sets of vertices defining
each section and moving the groups as rigid bodies (i.e. translating, rotating, and uniform scaling, but not
warping). While our constraint-based solver sees each airfoil section as a collection of pilot point constraints,
optimization can be performed using higher-level parameters derived from these groups.

Using combinations of these two basic design elements, we can recover standard wing design parameters.
Figure 8(a) shows how to obtain global wing planform parameters, using two airfoil sections located at the
wing root and tip. The root section is pinned, while collinearity constraints preserve the leading and trailing
edges. Scaling the tip section sets the taper ratio, while translating it sets span and sweep. Figure 8(b)
shows how sectional wing parameters are obtained. Twist is performed by rigidly rotating a section about
the quarter-chord line. Dihedral is set by applying a combination of vertical translation and rotation about
the stream-wise axis. Finally, thickness and chord are recovered by scaling the section.

Standard freeform deformation techniques, while excelling at smooth deformations, are typically clumsy
at such feature preservation. By adopting a constraint-based approach, we can preserve important features
even under radical deformations, as we show in the next section. Following a similar approach, we can also

eThe factor of 3 indicates that each lattice control point has (x,y,z) degrees of freedom. Similarly, each pilot point is actually
3 constraints (x,y,z).
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express standard design parameters and constraints for other components of an aircraft configuration, such
as fuselage cross-sections, nacelle geometries, etc.

Collinear

Sweep

Span

Taper

Pinned

Airfoil sections

(a) Global parameters

Airfoil sections Dihedral

Twist

(b) Sectional parameters

Figure 8: Use of constraint-based deformation to recover standard wing design parameters.

5 Examples and Discussion
We test the new components of our geometry platform on two examples. Before introducing aerodynamics,
we evaluate some purely geometric aspects of our approach by using it to parametrically generate a class of
wingtips. In the second example, we perform a full aerodynamic shape optimization problem.

A Wingtip Design
In this first example, we examine a challenging deformation problem: deforming a straight wing to add a
winglet or generate a C-wing, while preserving airfoil sections. We start with the straight baseline wing
shown in blue in Figure 9. The wing is a discrete surface containing about 8500 surface vertices, which we
parameterize following the approach outlined in section 4. Eight airfoil sections (loops of surface vertices)
are selected and each is linked into a group of pilot points. As the sections are treated as rigid groups, the
number of design parameters is about 7 per section: 3 translation, 3 rotation, and 1 scale.

Figure 9 shows an example of a deformation possible using purely rigid transformations of the airfoil
sections. In order to clearly depict the designer’s view of constraint-based deformation, we have hidden
the lattice. The lattice is an underlying deformation mechanism that never has to be directly manipulated,
or even viewed, except as a diagnostic measure. In this case we used the Laplacian-minimizing solution,
although the elastic energy solution provided very similar results due to the low ambiguity present in our
constraints. In general, the energy definition is more important in under-constrained situations. The results
of the two definitions tend to converge as more constraints are applied and ambiguities are naturally resolved.

Figure 10 shows a range of other “instances” of wingtips generated using this approach. The parameteri-
zation can generate standard wingtips and C-wings, offering wing planform parameters as well as parameters
governing the tip shape, such as twist, taper, span, wingtip height, wingtip juncture radius, etc. This pa-
rameterization was designed to provide rigid control of large-scale features, but the individual airfoil sections
can also be modified, allowing the specification of custom airfoil sections on the wingtip, for example.
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Figure 9: Initial wing (blue) is turned into a C-wing by rigidly translating and rotating groups of pilot points.
Airfoil sections are preserved at every station.
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Figure 10: Parametric wingtip definition, showing various wingtips and some key parameters.
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Figure 11: Airfoil preservation.

Each airfoil section on the baseline discrete sur-
face contained approximately 100 vertices. Instead
of constraining all of them, which would have re-
sulted in a much larger number of constraints (and
thus a larger constraint system to solve), we con-
strained representative sets of about 8-10 vertices
per section. Exact matching is therefore expected
only at these locations, with approximate lofting of
the shape between them. Figure 11 shows how well
a sparse set of constrained vertices can preserve the
airfoil section. The partially constrained section is
located at the tip. The unconstrained section is lo-
cated midway between the tip and the next inboard
constrained section. As shown in Figure 11, the ex-
plicitly selected pilot points are matched exactly, as
required. Between the pilot points, excellent agree-
ment is maintained, especially considering the low
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number of constraints. As expected, more deviation occurs at the unconstrained section, but there is still
quite good airfoil preservation, despite the sparsity of the constraints. Selecting more vertices per airfoil or
more sections results in more accurate airfoil preservation at a modest increase in computational cost due
to the larger matrix system of constraints.

Sensitivity

0

1

Figure 12: Surface sensi-
tivities to motion of a pilot
point.

Although the lattice is hidden from the user, its effects are not. For this
problem we used a lattice with 240 control points, which was the coarsest lattice
supporting the required deformation resolution. As stated in section 3.D, the
matrix system dimensions are proportional to the number of lattice control
points and the number of constraints. For these cases, the linear system had
dimensions around 780 × 780, resulting in deformation times of 1 - 2 seconds
using the preliminary implementation with a Python-based solver. Deformation
times should substantially decrease with the incorporation of a more efficient
linear algebra package.

Surface sensitivities can be computed to any geometric parameter, for use
in gradient-based optimization. Figure 12 shows the surface sensitivity to a
point on the inboard vertical surface of the C-wing. We use finite differencing,
which provides sufficiently accurate gradients for design. Two deformations are
required per design variable at every design iteration. However, we can compute
these sensitivities in parallel, processing each design variable on its own CPU.

B Constrained Airfoil Design
In this example we design an airfoil for transonic conditions, subject to wing box constraints and a leading
edge bluntness constraint. We start by optimizing on a relatively sparse set of geometric parameters and
constraints governing the large-scale features of the airfoil. We then enrich the design space by strategically
adding new shape parameters and continue the optimization on the larger design space.

1 Initial Parameterization
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Figure 13: Initial parameterization.

The initial geometry is the NACA 0012 airfoil, which we pa-
rameterize using the constraint-based technique developed in
section 3. Figure 13 shows the parameterization. Thickness pa-
rameters are added 30% and 60% chord to approximate typical
wing box structural constraints. The thickness at these stations
can increase but not decrease. The stations themselves are free
to move horizontally and vertically. An additional minimum
thickness constraint is added at 8% chord to enforce bluntness at the leading edge. Four additional pilot
points on the upper and lower surfaces are used as design variables. The leading and trailing edges are
pinned using fixed pilot points. For the initial optimization phase, there are a total of 15 geometric design
variables ((x, y) for each pilot point plus the thickness parameters), in addition to the angle of attack at each
design point.

A background 18 × 7 lattice performs the surface deformation. As we specified only linear parameters,
each deformation required only a single iteration. For this problem we used the elastic deformation energy-
minimizing technique presented in section 3.B.2 to choose a particular deformation satisfying the constraints.
Our constraint-based solver computes a new lattice configuration that generates a new surface satisfying the
design variables and constraints, while minimizing the elastic lattice energy. At every design iteration,
all geometric constraints are intrinsically and exactly satisfied, because the constraints are built into the
parameterization itself.

2 Objective and Design Framework

Our objective is to minimize drag at Mach 0.75 at a fixed lift coefficient of 0.63 (based on unit span),
corresponding to the lift generated by the initial airfoil at 3◦ angle of attack. We also specify two secondary
design points, also at Mach 0.75 but at lift coefficients of 0.42 and 0.81, to avoid obtaining an alpha-sensitive
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single-point design. The objective function is a weighted sum of lift and drag functionals at each design
point:
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(a) Pressure distribution for primary design point.
Baseline α = 3.0◦, final α = 1.9◦.
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Figure 14: Airfoil optimization phase I re-
sults.

J =

3∑
j=1

CDj +

(
1−

CLj

C∗Lj

)2
 (14)

where C∗Lj
are the target lift coefficients. Our constraint-

based system only presents the optimizer with designs exactly
satisfying the constraints. There is no need to use geomet-
ric penalty terms, which only approximately enforce the con-
straints.

To solve the optimization problem, we used a recently-
developed design framework [33] that uses an embedded-boundary
inviscid Cartesian mesh method for flow solutions. Objective
gradients are computed using an adjoint formulation, and the
optimization is handled with SNOPT [34].

3 Optimization Phase I

Figure 14 shows the results after about 60 design iterations
on the initial parameterization. The minimum thickness con-
straints were automatically met at every design iteration, be-
cause they were intrinsic to the parameterization. In fact the
thickness slightly increased at the 60% chord station. As shown
in Table 2, wave drag was vastly reduced. Lift was maintained
at all design points, except for a slight deficit at the high-lift
design point, which could be remedied by a stronger lift penalty
term in the objective function. Figure 14(a) shows the greatly
weakened transonic shock at the primary design point, where
the angle of attack was reduced from 3.0◦ to 1.9◦.

4 Design Space Enrichment
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Figure 15: Refined airfoil parameterization
with four new pilot points near the trailing
edge.

At this point we have substantially improved the design but
have reached the limits of our initial parameterization. To find
an airfoil yielding yet higher performance, we now modify and
refine our parameterization using insight gained during the pre-
liminary optimization. As we are using discrete geometry, the
initial choice of shape parameters is non-binding. We can dis-
card less useful parameters and add new ones without losing
the results of the initial optimization.

Figure 15 shows the new parameterization. The final discrete surface that resulted from the previous
optimization serves as our new starting point. While keeping the initial wing box thickness constraints and
leading edge bluntness constraint, we enrich the parameterization in the aft section by adding four new pilot
points, for a total of 23 geometric design variables. We also reset the lattice to its initial regular shape again.
This is not strictly necessary but makes it easier to see the improvements that are due solely to the second
phase of optimization.

5 Optimization Phase II

Figure 16 shows the results after a further 25 design iterations on the refined parameterization. Referring
again to Table 2, the drag is substantially reduced at the primary design point, and the lift deficit at the
high-lift design point is mostly recovered. As shown in Figure 16(b), the additional degrees of freedom near
the trailing edge have allowed the optimizer to introduce some camber that was not possible under the initial
parameterization.
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Table 2: Airfoil drag minimization results.

Primary Design Point Secondary
CL CD L/D (inviscid) CL CL

Initial 0.63 0.0313 20 0.42 0.81
Phase I 0.63 0.0030 209 0.42 0.78

Phase II 0.63 0.0027 231 0.42 0.80
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(a) Pressure distribution for primary design point.
Baseline α = 3.0◦, final α = 1.9◦.
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Figure 16: Airfoil optimization phase II re-
sults.

This problem illustrates the capability of constraint-based
deformation to give the designer the ability to create a cus-
tom parameterization that is suitable to the problem at hand
(in this case transonic airfoil design subject to structural con-
straints). It also demonstrates the ability to exactly enforce ge-
ometric constraints without resorting to awkward penalty func-
tions. Finally, it shows that design time re-parameterization is
straightforward using this technique.

6 Summary and Conclusions
We have presented a constraint-based deformation technique
for custom parameterization of discrete geometry. The tech-
nique enforces constraints by including them intrinsically in the
parameterization, enabling the designer to cleanly and exactly
restrict the design space without resorting to penalty functions.
The technique automates the lattice manipulation and allows
the designer to more directly express of design intent. In ad-
dition to free-form deformation modes, standard wing design
parameters can be recovered, and local shape features can be
preserved. Computational time is modest, with deformation
often requiring less than a second. The technique can be used
for generating custom parametric deformations for use in au-
tomated aerodynamic design frameworks.

7 Continuing Research
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Figure 17: Applying lattice deformation to
control nodes of Bézier curves of different res-
olutions.

Looking to the future, we plan to explore how to harness the
flexibility present in the inherent constraint ambiguity, in a way
that provides the user with a reasonable degree of control over
the deformation behavior, while not requiring excessive expert
knowledge. We also intend to produce a systematic treatment
of non-linear constraints (e.g. surface area, collinearity, etc.)
using a more efficient matrix solution implementation.

In many design environments, CAD is the standard geome-
try format, often for manufacturing reasons. In such situations
it is important to be able to capture the results of a discrete
surface optimization and transfer them back into the originat-
ing analytic surface definition, though this transfer can never
be exact. One possible approach is to simply apply the fi-
nal lattice deformation to the control nodes that generate the
analytic curve or surface, such as Bézier curves and NURBS
surfacesf. This functionality is native to Blender, which can

fNon-Uniform Rational B-Splines.
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serve as a platform for prototyping a general procedure for capturing discrete deformations back into CAD
or other NURBS-based modelers.

Figure 17 shows a notional demonstration of this technique. In each frame, a lattice has deformed a
discrete surface that was generated by sampling a Bézier curve. We apply this same lattice deformation
to the control nodes of the Bézier curve, which in turn generate the full analytic curve. In the top frame,
the lattice resolution is much higher than the spacing between Bézier control nodes. The coarse analytic
definition cannot capture the higher frequency lattice deformations that occur between successive control
nodes. In the bottom frame, there is better parity of resolution, so the Bézier curve can closely match the
deformed discrete surface. These results illustrate the unavoidable issue of resolution compatibility: If the
resolution of the analytic generating surface is lower than the resolution of the discrete deformations, then
the finely-optimized results obtained on a discrete surface optimization may be lost when returning to the
constructive model. In the future we plan to examine this problem more closely, using this simple method
as a baseline for comparing more sophisticated transfer techniques.
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