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Abstract: A dual-mesh unstructured/adaptive Cartesian approach is presented to better resolve
the wake in traditional time-dependent unstructured calculations about complex geometries. An
unstructured RANS solver is applied near the body surface to capture near-wall viscous boundary
layer e�ects. Away from the wall a high-order adaptive Cartesian solver resolves the wake. An
overset procedure facilitates data exchange between the two mesh types as well as enables relative
motion between the mesh systems - i.e. the near-body unstructured meshes can move and and
deform inside the stationary adaptive Cartesian o�-body grid system. The key advantage of this
approach is that it enables use of traditional unstructured solvers to resolve geometrically-complex
con�gurations while enabling the wake to be resolved through high-order Cartesian AMR. The
scheme is demonstrated for several problems, including �ow shed over a blu� body, tip vortices
from a wing at angle of attack, and rotary-wing �ows.
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1 Introduction

Vortical �ows can have a profound impact on control, vibration, and structural integrity of aerodynamic
vehicles. Tip vortices generated by wings on a large aircraft have been known to a�ect other aircraft
following at a close distance. Tip vortices emanating from the nose and swept wing of high angle-of-attack
�ghter jets create tail bu�et [1] and loss of control during maneuvers. Rotary-wing vehicles experience both
tail bu�et from vortices shed from the hub as well as blade-tip vortex interaction that greatly e�ect handling
qualities, vibration, and noise [2]. In the worst case, vortex �ows can lead to catastrophic �ight conditions
like vortex ring state where the rotor experiences a sudden loss of lift when it becomes enveloped in its own
vortex wake.

Vehicles in use today today did not have the bene�t of high �delity computational tools to predict the
vortex-dominated �ow phenomena they create. Adverse e�ects are typically discovered during windtunnel
tests when redesign is generally di�cult and expensive, or in the worst case during �ight tests when catas-
trophic loss of control have historically led to loss of life. Computational tools that can e�ectively predict
these e�ects at early stages of the vehicle design are an important resource for cost e�ective and safer vehicle
designs in the future.

In rotorcraft design a 1% change in �gure of merit of a rotor, a measure of rotor e�ciency, can translate
to 200-300 lbs. change in useful load. Being able to predict performance to this level of accuracy is highly
desired by rotor designers but is generally not possible with computational tools available today for new
rotor systems that have not already been windtunnel tested. The introduction of parallel high performance
computing (HPC) systems has led to increases in computing power by a factor of 1000X in the past decade
(according to the published list of top 500 HPC systems in the world today). With the growing availability
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of relatively cheap computing power it may be possible to achieve this desired level of �delity through
computational methods rather than full scale tests.

Reynolds Averaged Navier Stokes (RANS) schemes, once considered too expensive for engineering analy-
sis, are now used routinely for aerodynamic load prediction. A RANS model handles viscous, compressible,
and rotational �ow implicitly and use meshes generated directly from CAD representations to accurately
represent geometrically complex features. The availability of relatively cheap and fast HPC computing re-
sources has prompted e�orts to resolve vortex wakes with RANS alone using �ne grid systems in the wake.
In 2003 Strawn and Djomehri [3] applied a very �ne uniform Cartesian mesh to predict wakes from the
HART-II rotor tests, running on cutting-edge HPC computer systems with many processors. Pulliam [4]
later took a similar approach to predict the wake from the TRAM rotor, using as many as 4 Billion grid-
points in calculations running on up to 4000 processors. Both found that their very-�ne grid calculations
demonstrated improvement over more routine calculations run on coarser wake meshes, but the improvement
was marginal at best. The reason is likely that the rotorcraft wake is still signi�cantly under-resolved even
with their large mesh systems.

A technology that has proven e�ective for resolving �ne-scale structures in a variety of other science
and engineering applications is adaptive mesh re�nement (AMR). AMR is a process in which the local
mesh resolution is automatically increased to resolve important �ne scale features. Many of the ideas
were originally developed for shock hydrodynamics problems [5, 6, 7, 8] but the technology has since been
extended to a wide range of other applications including astrophysics [9], �ow in porous media [10], reactive
�ows [11], geographic-scale �ows [12], and �ow in the heart [13]. It seems natural to extend this technology
to aerodynamic wakes.

Similar to �xed wing applications, resolving viscous �ow in rotorcraft around the rotor and fuselage
surfaces is important in order to achieve the correct prediction of lift and drag as well as other important
phenomenon like separation. Rotorcraft also tend to be some of the most geometrically complex vehicles to
model. For these reasons, an unstructured solver near the wall surface. The use of unstructured grids permits
grid generation around the precise geometry imported directly from engineering CAD models, so there is
very little geometric error. The �ow�eld near a wingtip has been shown both numerically and experimentally
to be turbulent with regions of local separation [14, 15]. Thus, a high-�delity RANS solver with appropriate
turbulence models is applied in this near-body region, ensuring proper resolution of the physics that govern
the initiation of the vortex �eld. In the wake region, where numerical dissipation becomes more of a problem,
we apply a block structured Cartesian solver with high-order spatial di�erence algorithms and adaptive mesh
re�nement.

The CFD approach described in this paper is used as the basis for the aerodynamics calculations in the
U.S. Army's Helios software [16, 17, 18], which is the rotary-wing product of the CREATE-AV (air vehicles)
program [19]. Helios contains interfaces to structural dynamics and trim which govern the mesh motion and
deformations, but in this paper we concentrate solely on the CFD formulation. Further details describing
the application of the dual mesh approach in Helios to rigid rotors in hover [20, 21], deforming rotors in
forward �ight [22, 23], and rotor-fuselage con�gurations [24, 25, 26, 27] can be found in the noted references.

The remainder of the paper discusses details of the dual-mesh implementation and, in particular, focuses
on the use of the AMR o�-body solver to resolve vortex wakes. The paper is organized as follows: The next
section discusses further details of the hybrid dual-mesh computational approach. The following section
shows some results using the method to resolve wakes of blu� bodies, wingtip vortices, and rotary-wing tip
vortices. The last section summarizes the main conclusions of the work and suggests directions for future
work.

2 Computational Approach

The spatial discretization scheme employs an overset near-body/o�-body approach, using unstructured body-
�tted grids near the body surface and adaptive Cartesian grids away from the surface (Fig 1). The mixed-
element unstructured near-body mesh is cut a certain distance from the wall. The RANS solver NSU3D [28]
by Mavriplis is applied to this subsetted unstructured near-body mesh, although the approach is general and
could accommodate any general unstructured solver.

Data is transferred from the near-body mesh to the background Cartesian mesh using standard sec-
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Figure 1: Near-body/o�-body overset grid system.

ond order interpolations used commonly for both structured [29, 30] and unstructured [31, 32, 33] overset
applications. The PUNDIT code [34] by Sitaraman manages the chimera grid hole cutting and interpolation.

2.1 Block Structured Cartesian

Block-structured Cartesian grids are used for domain coverage in the o�-body region. There are several
advantages Cartesian grids present over typical tetrahedral elements used for the wake by most unstructured
codes. The Cartesian solver can exploit structured data, maximizing cache or vector processor performance.
Numerical operations can be optimized because the uniformity of the Cartesian grid eliminates the need to
apply grid metrics in the di�erencing, enabling reduced FLOP counts and simpli�ed algorithms. Advanced
numerical algorithms, such as implicit solvers, multi-grid, and high-order algorithms are all straightforward
on Cartesian grids.

The block-structured Cartesian solver is also e�cient in its memory usage. Each Cartesian grid block
may be completely de�ned by the indices of the block diagonal (6 INTs), the lower and upper indices, and
the level of re�nement. In total, only 7 INTS are needed to de�ne an entire 3D block. The number of blocks
used in a typical calculation is generally in the 100's or 1,000's. A tetrahedral mesh requires storage of the
vertex and/or edge locations and requires millions of REALS to store its mesh.

The main reason that structured Cartesian meshes have not seen more widespread use in CFD is their
inability to accurately represent geometrically complex viscous boundaries. In our approach the near-body
solver manages that task. Thus, the Cartesian grids are not used at viscous boundaries. AMR is used to
re�ne the Cartesian grids to the boundaries of the near-body unstructured mesh, as well as to desirable
features in the wake.

2.2 Cartesian AMR

Unstructured AMR has been used extensively in aerospace applications for local re�nement of unstructured
tetrahedral-based meshes. Mavriplis [37] and Park [38] developed locally-adaptive schemes for CFD solutions
on unstructured general element meshes. Potsdam [39] applied the same technology for wake resolution of
wind turbine predictions. Unstructured Cartesian AMR is also commonly used. Aftosmis et al. [40] have
shown impressive results using unstructured Cartesian AMR for very complex geometries and �ow�elds.
Buning and Pulliam [41] developed an AMR scheme for the o�-body block-structured Cartesian portion of
the Over�ow code.

Many of the aforementioned e�orts target steady problems in which adaptivity is applied as a form of
mesh post-processing. That is, a solution is computed on an initial mesh, the mesh is adapted according to
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Figure 2: Block structured AMR grid composed of a hierarchy of nested levels of re�nement. Each level
contains uniformly-spaced logically-rectangular regions, de�ned over a global index space.

features in the solution, the �ow solver is restarted using the new mesh to compute a solution. The process
is repeated as many times as necessary, typically through several adaptation cycles. A notable exception is
the scheme used in Over�ow [41] which adapts in a time-accurate fashion.

In this work we are targeting use of AMR for unsteady wake �ow�elds. This requires a somewhat di�erent
approach than AMR for steady problems because the scheme must be able to adapt in a time dependent
fashion. For steady problems it is generally satisfactory to re�ne the mesh a few times. For unsteady
applications, mesh re�nement and coarsening are performed continuously throughout the solution, meaning
the mesh is adapted tens to hundreds of times over the course of the simulation. A tight integration is
therefore required between the mesh re�nement scheme and the �ow solver in order to make this process
e�cient. Unsteady AMR also requires careful consideration of parallel computing issues like re-load balancing
and re-establishing data communication after adaptation.

The structured adaptive mesh re�nement (SAMR) strategy used for the Cartesian o�-body solver is
based on the ideas of Berger, Colella, and Oliger [5, 42]. Grid levels composed of a union of 3D Cartesian
blocks of like re�nement are stored as a composite grid hierarchy. See Fig. 2. Grid levels are constructed
from coarsest to �nest. The coarsest level de�nes the physical extent of the computational domain. Each
�ner level is formed by selecting cells on the coarser level and then clustering the marked cells together to
form block regions that will constitute the new �ner level. All grid cells on a particular level have the same
spacing, and the ratio of spacing between levels is generally a factor of two or four, although it is possible to
use other re�nement ratios as well.

Computations on the SAMR grid hierarchy are carried out in parallel by distributing the di�erent com-
putational blocks over processors. Each time the grid is adapted it must be repartitioned for load balancing
and data communication patterns re-established between processors. It is this process that typically hinders
the scalability of unstructured AMR codes. Since the grid is partitioned over processors, signi�cant commu-
nication must take place to properly re-partition the mesh and data. This is why most unstructured grid
adaptation schemes apply this process as a post-processing step rather than tightly integrating it with the
solver. The SAMR paradigm uses such a low-memory mesh description that the block boundaries for the
entire 3D composite mesh hierarchy can be known to all processors, minimizing the amount of information
that needs to be exchanged during the repartition and making reconstruction of the communication patterns
very fast and e�cient. Tests of time-dependent adaptive structured AMR calculations in which the grid is
adapted frequently (every other time step) have shown parallel scaling to over 1000 processors [43, 44].

An advantage of the SAMR paradigm is that it facilitates a clean separation between grid- and solution-
based operations. Several infrastructures, for example Chombo [47], GrACE [45], and PARAMESH [46],
have been developed to support parallel SAMR solutions. The way each of these is formulated is the
infrastructure manages grid-based operations � e.g. adaptive grid generation, parallel decomposition, data
exchange between blocks, etc. � while the user constructs a 3D single block solver that runs serially on each
block. The particular infrastructure we have adopted for the o�-body solution is SAMRAI [48, 49, 50] from
Lawrence Livermore National Lab. SAMRAI manages the construction and adaptation of the AMR grid
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hierarchy, parallel load balancing, and MPI-based data exchanges between grid blocks. The single block
solver applied on each block is a high-order Cartesian version of NASA's ARC3D code, as discussed next.

2.3 High Order Algorithms

High-order algorithms have proven e�ective for CFD modeling of rotorcraft wakes, see Hariharan and
Sankar [51, 52]. Implementing SAMR versions of high-order schemes is straightforward. Once each grid
block is generated, it is passed to a solver that has been optimized for high-order operations on a 3D struc-
tured isotropic Cartesian grids. The particular solver we use is ARC3DC, a version of the ARC3D [54, 53]
of Pulliam at NASA Ames with high-order algorithms operations optimized for isotropic Cartesian grids.
The high-order �nite di�erence schemes used in ARC3DC are based on central di�erences with a dissipation
term. For instance, a 6th-Order central di�erence scheme uses 5th-Order dissipation, making it formally
5th-Order accurate spatially.

A 3rd-Order accurate explicit Runge-Kutta scheme is used for time integration scheme in ARC3D. All
Cartesian grid levels execute the explicit RK scheme with a uniform timestep so the overall timestep is
governed by the spacing on the �nest level. We currently do not re�ne in time, although it is possible to
do so. At the beginning of each RK sub-step, data on �ne patch boundaries are updated either through
copying data from a neighboring patch on the same level, if one exists, or through interpolation of data
from a coarser level. The number of boundary points required in this exchange depends on the order of
the spatial discretization. For example, a 6th-Order central scheme uses a 7-point stencil, requiring three
boundary points be exchanged between patches. The numerical operations to advance a single RK sub-step
are performed simultaneously across processors on each patch of each level. Data are then injected from �ne
levels into coarse levels wherever overlap exists. All parallel communication for these operations is managed
by SAMRAI.

High-order algorithms are very e�cient on structured Cartesian meshes. The 5th-Order scheme discussed
above is only about 20%-30% more expensive than a standard second order scheme and requires little
additional memory. Contrast this with high order Discontinuous Galerkin (DG) schemes implemented on
tetrahedral elements, which tend to be about an order of magnitude more expensive than standard second
order schemes.

3 Results

Results with the coupled RANS-Cartesian AMR approach are demonstrated to resolve shed wakes for three
problems. This geometrically simple problem demonstrates the ability of the scheme to resolve unsteady
wakes from blu� bodies. The second case involves tip vortices shed from a NACA0015 wing at angle of
attack, demonstrating the ability of the scheme to capture and maintain the tip vortices. Lastly, we resolve
the wake of a quarter-scale V-22 rotor blade in hover conditions.

3.1 Sphere

The physical characteristics of unsteady �ow over a sphere, such as onset of instabilities and shedding
frequency at di�erent Reynolds numbers, are well known and documented both experimentally and compu-
tationally. The wealth of validation data available makes this problem useful to evaluate the accuracy of
RANS-Cartesian approach.

A near-body sphere mesh used for the RANS-Cartesian solution is constructed by trimming a standard
unstructured prism-tet mesh. The trim distance is one half of the sphere diameter and the RANS solver is
applied to this near-body mesh. The o�-body Cartesian o�-body mesh extends into the far �eld, using a
maximum of 7 levels of re�nement. It adapts to match the mesh spacing at the interface to the near-body
mesh and adapts time-dependently to regions of high vorticity throughout the simulation.

A calculation at three time instances at Re 800 is shown in Fig. 3. The calculation was performed on
32 processors of an SGI-based Linux cluster and ran in about a day. The �ow at Re=800 is unsteady but
laminar, so no turbulence model is used in the near-body solver. Experimental results have demonstrated
transition from large scale to small scale structures at Re 800. The computational results pick up this
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Figure 3: Unsteady shedding over sphere at Re 800 using RANS-Cartesian. Vorticity contours at di�erent
solution times. Cartesian meshes adapt to regions of high vorticity magnitude.

(a) RANS-alone (b) RANS-Cartesian

Figure 4: Wake resolution comparison, �ow over sphere at Re 800. Iso-surface of vorticity overlaid on mesh.
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RANS alone RANS-Cartesian
Gridpoints 4.79M 14.41M

4.51M Unstructured
9.90M Cartesian

Computation 6.53 sec 7.39 sec
Time/Step 6.15s RANS (83%)

1.24s Cartesian (17%)

Table 1: NACA 0015 problem size and computational performance, 32 processor SGI Altix system.

phenomenon. Studies of this case presented elsewhere [36] with this solution approach show proper capture
of the separation point in the steady regime at Re < 160.

For comparison purposes, Figure 4 shows an iso-surface of vorticity of the wake computed using RANS-
alone on a purely unstructured mesh compared to the RANS-Cartesian approach. The RANS-alone solution
captures the near-�eld e�ects well but dissipates the vorticity quickly, causing the wake solution to ap-
pear steady. The RANS-Cartesian approach, on the other hand, properly captures the unsteady shedding
behavior.

The unstructured mesh in Fig. 4(b) is not re�ned to capture the wake and the solution quality could be
likely be improved if it were. However, there are two drawbacks to static grid re�nement performed during
grid generation. First, adding re�nement manually requires knowledge by the person generating the grid
to know where to add points to resolve the wake. Clearly, it is advantageous from both an automation
and an accuracy standpoint for the solver to make this decision as the solution evolves rather than putting
the burden on the grid generator. Second, as is demonstrated in the next section, there is a signi�cant
computational cost savings in using structured Cartesian grids over tets in the wake region.

3.2 NACA 0015 Wing

The next test case involves steady �ow around a �at-tipped NACA0015 wing at 12o angle of attack at Mach
number 0.1235 with Reynolds number 1.5 Million. This case was studied experimentally by McAlister and
Takahashi [56] in the 7'x10' windtunnel at NASA Ames in 1991. Computational results have been presented
by Sitaraman and Baeder [57] and by Hariharan and Sankar [58]

As with the sphere case presented previously, we show comparisons of the wake using the RANS-Cartesian
approach vs. RANS-alone. Figure 5(a) shows the fully unstructured RANS-alone mesh while Fig. 5(b) shows
the RANS-Cartesian mesh. The near-body mesh is a subsetted version of the RANS-alone mesh, trimmed a
distance of 0.5 chords from the surface. This case experiences turbulent �ow near the surface so the Spalart-
Allmaras one-equation turbulence model is applied (on the near-body mesh only for the RANS-Cartesian
calculation). The RANS-Cartesian solution applies re�nement to regions of high vorticity to capture wingtip
vortices.

Figure 6 shows an iso-surface of vorticity at ω = 0.25 for the RANS-Cartesian and RANS alone solutions.
In the near-vicinity of the wing surface the solutions for the two approaches are essentially the same, which
is to be expected since the same unstructured mesh and solver are applied in both cases. Downstream of
the wing, however, there is a major di�erence in the ability of the two schemes to capture the tip vortices
emanating from the wingtips. The wing tip vortices dissipate very quickly in the RANS alone solution but
the RANS-Cartesian solver is able to resolve the tip vortices well back from the trailing edge. It captures
the breakdown into sub-structures happening approximately 15 chords behind the wing.

Experimental measurements by McAlister measured the vertical velocity components of the wingtip
vortices downstream at 2, 4 and 6 chords. Figure 7 shows plots of computed vs. experimental VZ at these
locations and, additionally, at 12 chords where there were no measurements so only computed results are
available. The adapted Cartesian grid used in the RANS-Cartesian solution does a much better job at
preserving the vortex strength than the RANS-alone solution.

The computational cost incurred by the re�ned Cartesian meshes is minimal relative to the cost of the
unstructured solver. Consider the problem size and performance statistics for this calculation shown in
Table 1. Although the RANS-Cartesian calculation uses almost triple the number of gridpoints of the RANS
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(a) RANS-Cartesian (b) RANS Alone

Figure 5: Mesh systems for NACA 0015 wing calculations (b) unstructured everywhere; (b) near-body
unstructured with o�-body adaptive Cartesian
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(a) RANS-alone

(b) RANS-Cartesian

Figure 6: NACA 0015 calculation, iso-surface of vorticity showing downstream tip vortices. (a) unstructured
grid with no re�nement; (b) adaptive Cartesian grid re�ned to regions of high vorticity.
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Figure 7: Computed vorticity iso-surface around NACA 0015 wing with RANS near-body with high-order
adaptive Cartesian o�-body grids (left) versus RANS only (right). Plots of computed and experimentally-
measured vertical velocity at 2, 4, and 6 chords downstream. Computed solution only at 12 chords (no
experimental data at this location).
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Figure 8: Three-bladed TRAM rotor.

(a) RANS-alone (b) RANS-Cartesian

Figure 9: Mesh systems for TRAM calculations (a) fully unstructured; (b) unstructured near-body with
adaptive Cartesian o�-body.

alone calculation, the computational cost per step is only 13% larger. The reason is that the �nite-di�erence
numerics on structured Cartesian grids are found to be more than an order of magnitude faster than the
�nite-volume numerics on unstructured grids, even though the Cartesian solver is 5th-Order accurate while
the unstructured solver is standard 2nd-order. While it is true that clustering gridpoints to the tip vortex
region in the unstructured grid would improve the results of the RANS alone solution, doing so would have
been signi�cantly more computationally expensive.

3.3 Isolated V-22 (TRAM) Rotor in Hover

The Tilt Rotor Acoustic Model (TRAM) is a 0.25 scale model of the Bell/Boeing V-22 Osprey tiltrotor aircraft
right-hand 3-bladed rotor. The isolated TRAM rotor was tested in the Duits-Nederlandse Windtunnel Large
Low-speed Facility (DNW-LLF) in the spring of 1998. Aerodynamic pressures, thrust and power, were
measured along with structural loads and aeroacoustics data. Wake geometry, in particular the locations
of tip vortices, was not part of the data collected. Further details on the TRAM experiment and extensive
CFD validations can be found in the work of Potsdam and Strawn [59].

The TRAM geometry contains multiple components, the 3 blades and a center-body (Fig. 8). Com-
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CT CQ FM
Experiment 0.0149 0.00165 0.7794
RANS-alone 0.0151 1% high 0.00183 11% high 0.7120 8.6% low
RANS-Cartesian 0.0155 4% high 0.00176 7% high 0.7707 1.1% low

Table 2: Comparison of computed and experimental loads. Thrust coe�cient CT , Torque coe�cient CQ,
and Figure of Merit FM.

putations are performed for the Mtip = 0.625, 14o collective experimental condition with a tip Reynolds
number of 2.1M. As in the previous cases, results are compared for the RANS-Cartesian and RANS-alone
solutions. The grids for these two cases are shown in Fig. 9. The RANS-alone mesh, shown in Fig. 9(a), uses
prismatic elements near the surface and tetrahedral elements elsewhere. It contains a total of 4.9M nodes.
The RANS-Cartesian mesh system, shown in Fig. 9(b), uses a subsetted version of this same mesh in the
near-body, trimmed a distance of approximately two blade chords. The o�-body Cartesian mesh contains
7 levels of re�nement with �nest level spacing of 5% of the tip chord ((Ctip). The o�-body grid system is
initially re�ned at the beginning of the simulation to the outer surface of the unstructured near-body mesh.
As the solution evolves, it adapts to regions of high vorticity. The RANS-Cartesian mesh system shown in
Fig. 9(a) contains 2.9M near-body nodes and 44M o�-body nodes.

The case is run in hover conditions (M∞ = 0 in the far-�eld) with Mtip = 0.625 and Re=2.1M. A non-
inertial reference frame is used, such that the rotor stays �xed within a rotational freestream set through
moving grid source terms. Although the freestream Mach number is low, the speed of the �ow relative to the
blade is high due to the rotational terms, so low-Mach preconditioning is not applied. The Spalart-Allmaras
turbulence model is used.

The computed wake for the RANS-Cartesian and RANS alone calculations are shown in Fig. 10. An
iso-surface of the Q-criterion at Q=0.0001 is shown, colored by vorticity magnitude. The Q-criterion of Hunt
et al. [60] is often used to identify vortices in wake structures. It decomposes the velocity gradient into the
vorticity tensor Ω and strain rate tensor S and de�nes the quantity Q to be the di�erence in their respective
magnitudes:

∇u = Ω + S

Q ≡ 1
2

(
u2

i,i − ui,juj,i

)
=

1
2

(
‖Ω‖2 − ‖S‖2

)
In regions where Q > 0, vorticity magnitude prevails over the strain-rate magnitude, indicating large vortical
structures such as tip vortices. Where Q < 0 the strain-rate magnitude is larger which indicates regions of
high-vorticity but little structure, such as in boundary layers. Plotting Q = 0 (or slightly above) gives a nice
representation of where large scale structures in the wake occur. The Q iso-surface in Fig. 10 is colored by
vorticity magnitude.

The vortex wake computed using the RANS-Cartesian solution in Fig. 10(a) is clearly much better
resolved than the RANS alone solution shown in Fig. 10(b). The RANS-Cartesian solution bene�ts from
the use of high-order algorithms and re�nement of the mesh to vortex structures. Vortex structures are
maintained at nearly full-strength for four rotor revolutions. On the other hand, the RANS alone solution
causes the wake structures to dissipate quickly because the solution is lower (2nd) order and the grid is not
clustered to capture the vortices.

Table 2 compares the experimental and calculated thrust (CT ), torque (CQ), and Figure of Merit (FM)
for the RANS-alone and RANS-Cartesian solutions. (Figure of Merit is a measure the relative e�ciency of
the rotor, the ratio of the ideal power required to hover to the actual power required, and is computed as
FM = C1.5

T√
2CQ

). The calculated quantity that most rotor designers target is FM, the thrust and torque are

often slightly over or under due to minor di�erences in the experimental vs. computed collective pitch angle
(this is analogous to �xed wing calculations in which the computational angle of attack is adjusted until the
computed lift coe�cient matches the measured experimental lift coe�cient). The FM computed using the
RANS-Cartesian approach di�ers from experiment by only about 1%, compared to the RANS alone which
di�ers by almost 9%. Better o�-body wake resolution is the reason for this better performance prediction.
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(a) RANS-alone (b) RANS-Cartesian

Figure 10: Isolated TRAM rotor calculations. Iso-surface of Q-criterion shown, colored by vorticity mag-
nitude (red indicates high vorticity, blue low). (a) fully unstructured; (b) unstructured near-body with
adaptive Cartesian o�-body.

These results were run on a 64-processor x86 64-bit linux system which can be purchased today for
modest price of $50K-$80K and which, in a decade or less, is very likely to be on a standard desktop. The
�nal adapted Cartesian o�-body mesh contained 44M gridpoints. While this may be considered large for
an unstructured grid, it is actually quite reasonable for structured grids. The rule-of-thumb typically used
for structured Cartesian meshes is 2M nodes per processor, so there is still room to increase the size of the
o�-body mesh further on this computer system.

The use of AMR plays an important role in preserving the ability to run such calculations on relatively
modest computer resources. If a uniformly re�ned Cartesian grid system were used, whereby �nely-spaced
Cartesian grids were applied in the entire region downstream of the rotor plane, the number of Cartesian
points would exceed 500M. While not unheard of � it would require a system with 250 or more processors �
it nevertheless would require a high-end HPC system housed at a centralized HPC computing center. AMR
makes it possible to run the calculation on a signi�cantly smaller computer system, one that might be used
commonly for CFD calculations in an industrial department or university research group.

4 Concluding Remarks

The use of a high-order adaptive Cartesian solver to enhance wake prediction of traditional unstructured
RANS solvers is presented. The approach applies the native RANS solver in the near-body region then
transitions to a high-order structured Cartesian Euler solver in the o�-body or wake region. Results are
shown using the Cartesian solver to re�ne to shed wakes from three applications; unsteady �ow over a
sphere, steady �ow over a NACA0015 wing in which the Cartesian grids re�ne to wingtip vortices, and �ow
about a three-bladed helicopter rotor in which Cartesian grids re�ne to the rotor wake.

In all three cases tested the adaptive Cartesian grids are able to resolve the wake to a much better degree
than a typical RANS mesh, and at little extra cost. A promising aspect of the approach is that it can be
combined with any existing unstructured RANS solvers which are commonly used for engineering analysis
today.

An important future direction for this work is to gain a better understanding of where to apply grid
re�nement and introduce measures to determine the appropriate level of mesh resolution. The results shown
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here were achieved by dialing-in a desired vorticity threshold used to guide re�nement. However, this is
not be practical in engineering applications where such quantities are unknown beforehand and may vary
considerably between problems.
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