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Abstract: This study discusses quantum annealing computation methods to obtain flow solu-
tions. Quantum annealing has attracted attention in recent years as a method for finding optimal
solutions to combinatorial optimization problems faster and/or more accurately than conventional
methods. First, the quantum annealing lattice gas automata (qaLGA) proposed by a recent paper
is introduced. We then propose numerical methods to obtain converged flow solutions by quan-
tum annealing computation, utilizing the quantum superposition state. The proposed methods
are built for lattice gas automata (LGA) and finite difference methods. In numerical experiments,
both proposed methods obtain the velocity profile of a channel flow from a number of possible
solutions using quantum annealing compuataion.

Keywords: Quantum Annealing, Computational Fluid Dynamics, Lattice Gas Automata, Finite
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1 Introduction
In the design of fluid-mechanical systems such as aircraft, gas turbines, and hydraulic pumps, RANS
(Reynolds-averaged Navier–Stokes) computations are still widely used in design because of the good
balance between computation time and prediction accuracy. However, the number of studies on RANS
seems to be gradually decreasing, and no innovative models that significantly improve the prediction
accuracy of flow fields have emerged. For this reason, in recent years, LES (large eddy simulation),
which has better prediction accuracy than RANS, and hybrid methods of RANS and LES have attracted
more attention. For example, LES around a whole aircraft configuration was recently realized [1], using a
non-dissipative numerical method (KEEP scheme) [2, 3] and an LES wall model [4]. However, even with
LES computations using such cutting-edge numerical methods, they require not only more computation
time but also far more computational resources, compared to RANS computations. In addition, it is
widely recognized that the improvement in the computing performance of conventional computers using
semiconductors will eventually reach a plateau. In order to bring about an innovation in computational
fluid dynamics, it is important to consider a breakthrough from a completely different perspective than
before.

With the growth rate of semiconductor performance predicted to slow down in the future, one of the
candidates for the next generation of computers is quantum computers. Quantum computers are oper-
ated by a mechanism completely different from conventional computers and may demonstrate computing
performance far exceeding conventional supercomputers [5]. The current quantum computers may be
broadly categorized into gate-based quantum computers and quantum annealing computers. Since gate-
based quantum computers are theoretically capable of general-purpose computations as conventional
computers, they are expected to become an alternative to conventional computers. However, the number
of qubits of current gate-based quantum computers is still insufficient for solving practical applications;
a qubit is a two-level system in quantum computation that corresponds to a bit in conventional compu-
tation. Also, they are prone to errors during computations. Although flow computation algorithms for
gate-based quantum computers were proposed by previous studies [6, 7, 8, 9, 10, 11, 12, 13], the actual
performance of those algorithms remains unknown since gate-based quantum computers with sufficient
stability and the number of qubits to solve practical problems do not yet exist.

On the other hand, regarding quantum annealing computers, D-Wave Systems commercialized a
quantum annealing computer equipped with more than 5,000 qubits [14]. Annealing computers that
simulate quantum annealing using existing digital circuit technology are also developed, i.e., simulated-
annealing computers. However, unlike gate-based quantum computers, quantum annealing computers
are specialized for solving combinatorial optimization problems. Therefore, although quantum annealing
computers are already being used to solve practical problems, a major issue of quantum annealing
computers is their limited range of applications. Regarding flow computation algorithms, to the best
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of our knowledge, there exist only two prior researches that discuss quantum annealing computation
methods for numerical flow simulation [15, 16].

In this paper, we first introduce the quantum annealing lattice gas automata (qaLGA), recently
proposed by Kuya et al. [16]. The lattice gas automata (LGA) [17, 18, 19, 20], which is known as the
predecessor of the lattice Boltzmann method, describes the flow states using only zeros and ones and thus
is suitable for quantum computers. In addition, in this paper, we propose a new flow computation method
that obtains converged solutions by quantum annealing computations. Convergence calculations (or time
integration) are essential not only for flow computations but also for general numerical calculations. In the
proposed approach, converged solutions are extracted by quantum annealing computations, utilizing the
quantum superposition state, where all the flow solutions, including converged solutions, are contained.
The new flow computation method is developed for LGA and finite difference methods.

The rest of this paper is structured as follows. First, in Section 2, we provide an overview of quantum
annealing. In Section 3, the quantum annealing lattice gas automata (qaLGA) [16] is introduced first, and
then the proposed new flow computation methods that give converged solutions by quantum annealing
computations are discussed. Conclusions are given in Section 4. Note that all the numerical results shown
in this paper are obtained by simulated annealing, and only two-dimensional flow fields are considered
here.

2 Overview of quantum annealing
Quantum annealing computers are primarily specialized for solving combinatorial optimization prob-
lems. Specifically, they obtain the optimal solution as a combination of σi ∈ {−1, 1} or xi ∈ {0, 1}
that minimizes a cost function formulated in the Ising model or QUBO (quadratic unconstrained binary
optimization) equation shown below:

Ising model

E({σi}) =
∑
i

hiσi +
∑
i<j

Jijσiσj , σi ∈ {−1, 1}, (1)

QUBO

E({xi}) =
∑
i

∑
j

Qijxixj , xi ∈ {0, 1}, (2)

where E({σi}) and E({xi}) are cost functions, hi is the local bias acting on σi, and Jij is the coupling
constants between σi and σj . Also, Qij is a matrix (QUBO matrix) indicating the strength of interaction
between xi and xj . Ising and QUBO models become equivalent using the following relation:

xi =
σi + 1

2
. (3)

However, we develop the proposed numerical methods using the QUBO model since, as mentioned above,
one of the numerical methods proposed in this study is based on LGA, where the flow states are described
by zeros and ones only.

3 Flow computation by quantum annealing

3.1 Quantum annealing lattice gas automata (qaLGA) [16]
3.1.1 Overview of LGA

LGA considers virtual particles that correspond to a set of molecules or atoms and statistically processes
the collision and propagation of those virtual particles to reproduce the motion of fluid flows (Fig. 1).
Although previous studies proposed various numerical models and computational grid configurations,
we consider the FHP (Frish-Hasslacher-Pomeau) models [17, 18, 19] here, which are widely known as
the standard model of LGA. Figure 2 shows the computational grid of the FHP models. In the FHP
models, a two-dimensional space is discretized into a regular hexagonal grid with a side length of 1. The
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Figure 1: LGA model: collision and propagation
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Figure 2: Computational grid of LGA for FHP models.

virtual particles of unit mass move between lattice nodes at unit speed along these lattice lines. The
time takes integer values, and at each time, all the virtual particles exist only on the lattice nodes. The
state of a lattice node at time t and position r is described by the following Boolean variables depending
on whether or not a virtual particle moving along each lattice line exists:

x(t, r) = {xi(t, r) : xi ∈ {0, 1}} , (4)

where i indicates the velocity direction; i=1,. . . ,6 in the 6-bit model, while i=0,. . . ,6 in the 7-bit model.
In the in the 7-bit model, a stationary particle with zero velocity is considered. For example, in the case
of Fig. 1(a), the state of the lattice node at position r is xi = [1, 0, 1, 0, 1, 0] in the 6-bit model. One
time evolution process consists of the collision process and propagation process. The particles moving
from adjacent lattices collide with other particles at lattice nodes, and each particle changes its direction
of movement according to the collision laws (Fig. 1(b)). In the collision process, particles that do not
fall under the collision laws continue to move in the same direction (for example, when only one particle
enters a lattice node). After the collision process, each particle moves to the adjacent lattice nodes along
the lattice line at a velocity ci (Fig. 1(c)). Those LGA processes can be written using Boolean variables
as follows:

xi(t+ 1, r+ ci) = xi(t, r) + ∆i[x(t, r)], (5)

where ∆i[x(t, r)] is the collision operator following the collision law, and the velocity vector ci is given
by

ci =


(0, 0) (i = 0)(
cos

π(i− 1)

3
, sin

π(i− 1)

3

)
(i = 1, . . . , 6)

. (6)

The collision operator holds ∑
i

∆i(x) = 0,
∑
i

ci∆i(x) = 0. (7)

By Eqs. (5) and (7), we find that the collision operator satisfies the following mass and momentum
conservation equations: ∑

i

xi(t+ 1, r+ ci) =
∑
i

xi(t, r),∑
i

cixi(t+ 1, r+ ci) =
∑
i

cixi(t, r).
(8)

Further details regarding the LGA models can be found in Refs. [18, 20].
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3.1.2 qaLGA [16]

The collision law of LGA is constructed such that mass and momentum conservation shown in Eq. (8) is
satisfied. The sum of the conservative variables at each lattice node shown in Eq. (8) is can be obtained
as

Mass:
∑
i

xi(t, r) = Cρ(t, r),

Momentum (ξ-direction) :
∑
i

uixi(t, r) = Cρu(t, r),

Momentum (η-direction) :
∑
i

vixi(t, r) = Cρv(t, r),

(9)

were the momentum is decomposed into the ξ- and η-directions, and ui and vi are given by

ui =

0

cos
π(i− 1)

3

, vi =

0 (i = 0)

sin
π(i− 1)

3
(i = 1, . . . , 6)

. (10)

In general, the ξ- and η-directions correspond to the directions parallel and perpendicular to the main
flow, respectively. Eq. (9) can be deformed to

Cρ(t, r)−
∑
i

xi(t, r) = 0

Cρu(t, r)−
∑
i

uixi(t, r) = 0

Cρv(t, r)−
∑
i

vixi(t, r) = 0

. (11)

Also, since the mass and momentum are conserved before and after the collision, the same relation
holds even for the post-collision particle state xi(t

′, r), where t′ is the time after the collision and before
propagation:

Cρ(t, r)−
∑
i

xi(t
′, r) = 0

Cρu(t, r)−
∑
i

uixi(t
′, r) = 0

Cρv(t, r)−
∑
i

vixi(t
′, r) = 0

. (12)

Considering the conservation laws in Eq. (12), we define the cost function to obtain the particle states
xi(t

′, r) after the collision process as

E({xi(t
′, r)}) =+

[
Cρ(t, r)−

∑
i

xi(t
′, r)

]2

+

[
Cρu(t, r)−

∑
i

uixi(t
′, r)

]2

+

[
Cρv(t, r)−

∑
i

vixi(t
′, r)

]2

+ λ
∑
i

[xi(t, r)xi(t
′, r)] . (13)

The first to third terms on the right-hand side of this equation correspond to the conservation equations
shown in Eq. (12). In Eq. (13), those conservation equations are squared to make a quadratic function for
xi(t

′, r). When conservation of the mass and momentum is satisfied, the first to third terms of Eq. (13)
become zero. However, the state exactly the same combination as pre-collision xi(t, r) may also be
subject to the post-collision solution since the first to third terms of Eq. (13) only consider conservation
of the mass and momentum. Therefore, the fourth term is added in the proposed cost function so that
the cost function is increased when the combination of xi at time t and t′ is the same. A coefficient λ is
also added to the fourth term in Eq. (13). In LGA, it is necessary to follow the collision law to simulate
fluid physics. However, the particles may not change their direction when the particle states are not
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contained in the collision law. In those cases, the particles only propagate, maintaining their direction.
For example, if only one particle enters a lattice node, no collision occurs, and the particle propagates
along a lattice line without changing its direction. This property implies that the particle state xi may
not change at time t and t′, which is contrary to the meaning of the fourth term of Eq. (13). Therefore,
we introduce the coefficient λ to the fourth term to give a lower priority than the first to the third terms.
In other words, the first to third terms must be satisfied because they are the physical conservation
laws, while the fourth constraint may be broken in some cases. Expanding Eq. (13) and neglecting the
constant term, we obtain the following QUBO model that reproduces the collision law of LGA:

E({xi(t
′, r)}) =+

−2Cρ
∑
i

x′
ix

′
i +

∑
i

∑
j

x′
ix

′
j

+

−2Cρu
∑
i

ui · x′
ix

′
i +

∑
i

∑
j

uiuj · x′
ix

′
j


+

−2Cρv
∑
i

vi · x′
ix

′
i +

∑
i

∑
j

vivj · x′
ix

′
j

+ λ
∑
i

xix
′
ix

′
i. (14)

Here for simplicity, xi(t, r) and xi(t
′, r) are denoted as xi and x′

i respectively.
Figure 3 shows the velocity profile of a channel flow obtained using the QUBO model in Eq. (14),

compared with that obtained by the conventional LGA. The Reynolds number based on the average
velocity and the half-width δ of the channel height is Re=20, and the number of computational nodes
is 55×55. The average velocity is maintained by replacing the particle at the fourth lattice node with
the first lattice node with a probability of 0.37 at each time step. OpenJij [21] is used for the annealing
computations. As shown in Fig. 3, the result obtained by the qaLGA is in good agreement with that
of the conventional LGA, indicating that the proposed QUBO model reproduces the conventional LGA
well.
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Figure 3: Velocity profiles of channel flow obtained by qaLGA and conventional LGA.

3.2 Obtaining converged flow solutions using quantum annealing
This study proposes quantum annealing computation methods that can obtain converged flow solutions
by quantum annealing computation, utilizing the quantum superposition state. In the conventional
numerical simulation, a converged solution is obtained using a time advancement or iterative methods
from a given initial state. On the other hand, in the proposed approach, a converged solution is extracted
by quantum annealing sampling from all possible solutions under the superposition state. The proposed
quantum annealing computation methods are developed for LGA and finite difference methods.

The proposed QUBO model for LGA consists of the sub-cost functions as follows:

E({x}) = ET ({x, x′}) + EΩ({x, x′}) + Ew({x, x′}) + Eo({x}), (15)

where ET , EΩ, Ew, and Eo are the sub-cost functions for the steady solution, collision, wall boundary,
and flow field conditions. Again, x′ represents the particle state after the collision process (i.e., before
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the propagation). For example, the sub-cost function of the collision is given by

EΩ =
∑

r ̸=rwall


∑

i

∑
j

x′
ix

′
j −

∑
i

∑
j

x′
ixj +

∑
i

∑
j

xixj


+

∑
i

∑
j

uiujx
′
ix

′
j −

∑
i

∑
j

uiujx
′
ixj +

∑
i

∑
j

uiujxixj


+

∑
i

∑
j

vivjx
′
ix

′
j −

∑
i

∑
j

vivjx
′
ixj +

∑
i

∑
j

vivjxixj


+ λω

∑
i

[x′
ixi]

}
, (16)

where the idea used in Eq. (14) is extended to a whole computational domain except for the wall
boundaries.

Figure 4 compares the velocity profiles of a channel flow between the proposed quantum annealing
method and conventional LGA. In the conventional flow computation, the converged solution is obtained
by advancing the time step from an initial condition with a constant velocity. In contrast, the proposed
approach obtains the converged solution out of 1067 possible solutions by quantum annealing sampling.
The obtained solution does not perfectly fit the solution obtained by the conventional LGA. However,
the proposed approach qualitatively reproduces the velocity profile in which the flow velocity decelerates
near the walls and accelerates near the center of the channel.
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Figure 4: Velocity profiles of channel flow obtained by proposed quantum annealing method and conven-
tional LGA. The proposed quantum annealing method obtains the converged velocity profile by solving
the cost function based on LGA discretization.

Equation (15) describes the cost function based on LGA discretization to obtain a converged flow
solution by quantum annealing. Similarly, a cost function to obtain a converged flow solution can be
built for finite difference methods. Figure 5 compares the velocity profiles of a channel flow obtained
by the proposed quantum annealing method and analytical solution. In the proposed method, the cost
function based on finite difference discretization is solved by quantum annealing to obtain the converged
solution. The proposed approach obtains the converged solution out of 1014 possible solutions by quantum
annealing. The obtained solution is in good agreement with the analytical solution.

4 Conclusions
This study has proposed numerical methods to obtain the flow solutions by quantum annealing. Quantum
annealing has attracted attention in recent years as a faster and/or more accurate method for finding
optimal solutions in combinatorial optimization problems than conventional methods. This study first
introduces the quantum annealing lattice gas automata (qaLGA) proposed by a recent paper. In a
numerical experiment, the qaLGA well reproduces the velocity profile of a channel flow obtained by the
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Figure 5: Velocity profile of a channel flow obtained by proposed algorithm using finite difference methods
and analytical solution.

conventional LGA. This study then proposes numerical methods to obtain converged flow solutions by
annealing computation, utilizing the quantum superposition state. The proposed methods are built for
lattice gas automata (LGA) and finite difference methods. In numerical experiments, both proposed
methods obtain the velocity profiles of a channel flow from a number of possible solutions using quantum
annealing sampling. In particular, the velocity profile obtained by the proposed quantum annealing
method based on finite difference methods agrees well with the analytical solution.
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