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Abstract: Current open-source methods for modeling wind farm largely rely on reduced-order
models using blade element momentum theory-based models which use linear superposition of sec-
tional responses using look-up tables to model the 3D aerodynamic response of rotors, thereby
restricting the operational regime in which these models can be deemed reliable. These shortcom-
ings are alleviated by blade-resolved simulations. Given the complexity associated with developing
a blade-resolved framework, only a handful of such frameworks exist in the world, none of which are
open-source, thereby restricting their access within the wind energy community. Additionally the
existing tools are not entirely performance portable, i.e. the same code cannot run on varying GPU
and CPU architectures. Through Exawind, we have created an open-source performance-portable
framework for a community-driven platform to tackle the primary challenges of blade-resolved sim-
ulations of wind turbines in atmospheric conditions. In order to achieve this, we have developed an
open-source framework, Exawind, comprising of the unstructured incompressible-flow solver Nalu-
Wind1 and the block-structured adaptive mesh refinement background solver AMR-Wind2 coupled
using the overset connectivity tool, Topology Independent Overset Grid Assembler (TIOGA)3.
Nalu-Wind is Exawind’s near-body solver and models the turbulent flow around body-fitted un-
structured meshes, while AMR-Wind, constructed on top of AMReX, uses block structured meshes
to model the flow in the atmospheric boundary layer (ABL). Coupled through overset, the two
computational fluid dynamics (CFD) solvers allow us to simulate flows across a range of length
scales that are up to ten orders of magnitude apart. In this paper we provide an overview of the
Exawind solver for high-fidelity large-scale wind farm simulations. We present preliminary results
using Exawind’s hybrid-solver strategy with application to uniform and atmospheric flow past a
single and two-turbine setup. In addition, we present some scaling studies performed on U.S. DOE
leadership-class systems for simulations representative of wind farm physics.

Keywords: Computational Fluid Dynamics, Incompressible Flow, Overset, Adaptive Mesh
Refinement, Wind Energy, Open-source.

1https://github.com/Exawind/nalu-wind.git
2https://github.com/Exawind/amr-wind.git
3https://github.com/jsitaraman/tioga.git
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1 Introduction
The U.S. Department of Energy recently compiled a report outlining the wind energy needs of the country
[1]. In order to meet almost 35% of nation’s energy demands via wind energy, some of the grand challenges in
wind energy science modeling [2, 3] need to be addressed by developing tools capable of capturing otherwise
under-resolved phenomena representative of wind farm physics such as fluid-structure interaction modeling
blade-boundary-layer and blade-wake dynamics, deep array effects, complex-terrain impacts, and wake-
atmosphere interaction [4]. With exascale computing on the horizon we have an attractive platform to
overcoming the modeling barriers associated with geometry-resolved high-fidelity modeling (HFM) of wind
farm physics.

Geometry-resolved CFD solvers where the full turbine geometry is represented by a body-fitted mesh are
rare, primarily due to the vast temporal and spatial length scales associated with the problem. From an
engineering standpoint, the foremost challenge is to balance accuracy needs with tractable computational
cost. The primary approaches to achieving geometry-resolved wind farm simulations use either sliding
meshes [5, 6, 7] or overset meshes [8, 9, 10] to resolve flow past the turbine geometry. Sliding meshes cannot
model out-of-plane turbine-body displacements, and hence are unable to capture pitch or yaw. Overset
meshes on the other hand use overlapping grids to capture the relative motion without any restriction
on the movement of the grids themselves. Consequently, CFD solvers based on overset mesh frameworks
have represented the state-of-art in geometry-resolved wind physics modeling, and it is also the strategy we
adopt in this paper. Apart from the commercial code Simcenter STAR-CCM+, only a couple of research
groups develop overset capabilities capable of resolving atmospheric flow in wind farms, largely due to the
complexity associated with building such a framework. The first CFD code to pioneer use of overset grids
for wind turbine simulations was EllipSys3D, a collaboration between Technical University of Denmark and
the Risø National Laboratory, Denmark. The code is MPI-enabled, but lacks support for hybrid CPU/GPU
architectures. For more details, the reader is referred to [8]. The only other research group that actively
innovate in overset technology for wind energy applications are the developers of W2A2KE3D [10] at the
University of Wyoming. Like EllipSys3D, W2A2KE3D too is designed to run on massive number of MPI
ranks but lacks support for GPUs.

Motivated by creating a framework capable of predicting the highest fidelity of wind farm physics pos-
sible with accommodations for future exascale systems, and in the spirit of creating a community-driven
platform, the U.S. Department of Energy has invested in the development of the open-source HFM frame-
work, Exawind1. The Exawind solver utilizes a multi-solver strategy comprising of Nalu-Wind2, a fully
implicit node-centered finite volume unstructured-grid near-body solver, and AMR-Wind3, an explicit semi-
staggered finite volume block-structured off-body solver built on top of AMReX [11]. Both CFD solvers
model acoustically incompressible flow. In our hybrid-solver setup, Nalu-Wind is used to resolve the flow
around blades including the thin boundary layers. The background flow is simulated with AMR-Wind, and
the two CFD solvers are coupled through overset meshes handled by the TIOGA4. Both, Nalu-Wind and
AMR-Wind have been designed to be exascale-enabled. We have achieved this by constructing these codes
on top of programming models that support performance portability, i.e., the same codebase runs on varying
GPU and CPU architectures. In this paper we present preliminary results from our hybrid-solver strategy.
The remainder of the manuscript is organized as follows: Section 2 presents an overview of the CFD solvers;
Section 3 presents the overset approach for coupling the near-body and off-body solvers; Section 4 presents
the numerical examples to analyze and validate the Exawind solver; Finally, a summary and concluding
remarks are presented in Section 5.

2 CFD Solvers
The Exawind solver discretizes acoustically incompressible Navier-Stokes (NS) equations alongside forcing
terms such as Coriolis, Geostrophic, buoyancy, body force, etc. Exawind contains a variety of turbulence

1https://github.com/Exawind
2https://github.com/Exawind/nalu-wind.git
3https://github.com/Exawind/amr-wind.git
4https://github.com/jsitaraman/tioga.git
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models including unsteady Reynolds-averaged Navier-Stokes (RANS), large eddy simulation (LES) and hy-
brid RANS/LES to allow for simulation of wind turbines under different inflow conditions. Simulations of
turbines where the blade boundary layer is resolved is typically handled using unsteady RANS (k-ω-SST
model [12]) or hybrid RANS/LES like the IDDES model [13] that builds on the k-ω-SST model [12], e.g.
Two choices are available for the sub-filter scale model for LES of ABL in the off-body solver, which are the
Smagorinsky model [14] and the one-equation model from Moeng [15].

The near-body solver of the Exawind framework, Nalu-Wind, is an open-source CFD code written in
C++. It is a wind-specific version of Nalu [16], which is an LES research code developed at Sandia National
Laboratories. To be able to resolve complex geometries encountered in wind farms, Nalu-Wind employs an
unstructured-grid finite volume method for spatial discretization, and solves the acoustically incompressible
Navier-Stokes equations for which mass continuity is maintained through approximate pressure projection
at every time step solving a set number of Picard iterations. For further details, the reader is referred to the
derivations in [17, 18]. For unsteady RANS simulations, upwinding of the advection terms is necessary. Hence
we use linear upwinding, details of which are available in the Nalu-Wind user manual.1. Governing equations
in Nalu-Wind are discretized in space using a second-order node-centered finite volume scheme (see e.g. [19]
for discretization details). For time integration, an implicit second-order backward difference formula (BDF)
scheme is adopted, details of which have been discussed in [20]. Nalu-Wind has been developed with modern
software engineering best practices using the Kokkos [21] programming model for a GPU-enabled performance
portable code capable of running on all major high-performance computing (HPC) platforms. The various
system of equations in Nalu-Wind can make use of Krylov subspace methods one or both of the hypre [22]
and Trilinos [23] libraries for solving the challenging linear systems. In this paper, we restrict our attention
to the use of hypre solvers only based on the most efficient and robust solver parameters determined out of
experience.

Exawind’s background solver, AMR-Wind is a parallel, block-structured adaptive-mesh, incompressible-
flow solver specialized for efficiency and scalability. The solver is built on top of the AMReX library which
provides the mesh data structures, performance portable parallel algorithms compatible with different GPU
architectures, mesh adaptivity, as well as linear solvers which are a combination of geometric and algebraic
multigrid solvers [24]. AMR-Wind is designed to perform LES of ABL flows when coupled to Nalu-Wind
using an overset methodology (Section 3) for blade-resolved simulations of multiple wind turbines within a
wind farm. The spatial discretization is a combination of the finite volume method and the finite element
method. For more details the reader is referred to [25]. Velocity, scalar quantities, and gradients of pressure
are located at cell centers, whereas pressure is located at nodes. Partial staggering combined with an
approximate projection method yields linear systems that are well studied, have small bandwidth stencils
and can be efficiently solved with standard techniques such as geometric multigrid. These discretization
choices give a well balanced mix of both efficiency and accuracy. In addition to the spatial staggering there
is also staggering in time similar to Crank-Nicolson time-stepping.

3 Overset approach
An overset mesh methodology is used to connect the near-body solver, Nalu-Wind, with the off-body solver,
AMR-Wind. The overlapping meshes in the present study are connected using TIOGA which is an open-
source automated overset-mesh-assembly library [26, 27]. TIOGA connects domains by identifying three
types of nodes (or cells): field, fringe, and hole nodes. This process is known as hole cutting. Field points
are regions where the governing equations are solved. Fringe points constitute the region where information
is transferred between the overlapping meshes. Hole points represent the mesh nodes/cells at which solution
does not exist, usually corresponding to the presence of a wall overlapping the off-body mesh. An example
of a simplified hole cut is presented in Fig. 1 Recall that AMR-Wind is cell-based for velocity and scalar flow
variables but node-based for the pressure variable whereas Nalu-Wind is node-based for all flow variables.
Trilinear interpolation is used to interpolate variables between the two codes. To interpolate a single point
from a cell-based variable the eight neighboring cells surrounding that point are used, and to interpolate a
single point from a node-based variable the eight surrounding nodes are used. These interpolation strategies
are identical but staggered in their interpretation.

1https://nalu-wind.readthedocs.io/en/latest/source/theory/advectionStabilization.html
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Figure 1: Hole cut associated with a sphere bpdy in a block-structured AMR mesh using TIOGA. Red
regions denote field. Blue regions denote fringe, and white regions denote hole.

The coupling algorithm between Nalu-Wind and AMR-Wind follows an additive Schwarz-like approach
which involves solving in parallel the system of discretized partial differential equation (PDE) at the field
points for both CFD solvers, followed by update of solution at the fringe points, thus resulting in a lag in the
update of solution at the fringe points. The decoupled-linear-system approach solve provides several benefits
to solving massively large system of equations [28] including the use of mesh-tailored solvers, and algebraic
multigrid preconditioners imperative for rapid convergence of the pressure Poisson problem [29].

Algorithm 1 Exawind driver
1: Create MPI sub-communicators near-body-comm and off-body-comm
2: if rank ⊂ near-body-comm then
3: Initialize near-body solver . Multiple instances of near-body solver allowed
4: end if
5: if rank ⊂ off-body-comm then
6: Initialize off-body solver . Only single instance allowed
7: end if
8: Initialize TIOGA . For all ranks
9: for t = 0; t < T ; t← t+ 1 do . Where T is the total number of time steps

10: if near-body mesh movement ‖ off-body mesh adaption ‖ t == 0 then
11: Perform overset connectivity
12: end if
13: Exchange overset solution
14: Perform near-body and off-body time step in parallel
15: end for

Algorithm 1 describes the AMR-Wind/Nalu-Wind coupling strategy. The solution at fringe points from
the initial solution (or previous time step) for every overlapping mesh are exchanged in step 13. The linear
solve for each CFD solver is then performed at field points, based on the updated fringe boundary conditions,
in step 14 for every overlapping mesh. The linear solvers in both Nalu-Wind and AMR-Wind have been
modified to include overset-based masking resulting in Dirichlet boundary conditions as determined by the
fringe points. Note, the lack of an outer Picard-like loop means that the solution at fringe points in the CFD
solvers are always lagging behind the solution at field points. While this does not affect the quantities of
interest as discussed in Section 4, the temporal order-of-accuracy is reduced [28]. Work is underway towards
resolving this by introducing an outer coupling loop for multiple AMR-Wind and Nalu-Wind iterations at
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any particular time step.

4 Numerical Examples
In this section we discuss preliminary validation studies alongside some demonstration simulations to show-
case the current capabilities of the Exawind solver.

4.1 Uniform flow past NREL 5-MW rotor

(b)(a) (c)

(d) (e)

Figure 2: Unstructured near-body mesh used to model the NREL 5-MW rotor with Nalu-Wind including the
surface blade and hub mesh: (a) front view; (b) side view; (c) curviliniear mesh around the blades. Overset
mesh for NREL 5-MW rotor: (d) side view with refinement level for wake capture; (e) front view.

The NREL 5-MW turbine is a 126m diameter reference turbine, designed for offshore wind research
[30]. In the current study, the turbine geometry is simplified by ignoring the tower and nacelle structures.
Unstructured mesh is used to model the geometry as shown in Fig. 2. There are 8.67 million cells in the
near-body mesh. The off-body block-structured Cartesian mesh, also shown in Fig. 2, consists of 5 levels of
refinement with the finest level mesh size set to be comparable with that of the coarsest exterior cells in the
near-body mesh. All levels of refinement combine for ≈ 21000 grid (block-structured) patches for a total of
≈ 311 million cells. For simulating the near-body turbine, a k − ω SST model [31] was used to model the
turbulence. We leverage hypre’s generalized minimal residual (GMRES) solver alongside its BoomerAMG
preconditioner. For the off-body mesh, the turbulence is modeled using the one-equation model for sub-filter
scale model for LES [15]. The boundary conditions imposed are slip along all boundaries except for inflow
and outflow.

Simulations were performed for the NREL 5-MW rotor operating at uniform inflow of U∞ = 8m/s in a
surrounding fluid with density and viscosity set to that of air. A fixed time-step size was used such that the
blade rotates 0.25◦ each time step. Figure 3 shows the flowfield isocontours of Q-criterion. Figure 4 shows the
obtained power and thrust curves compared to results obtained using the single-linear-system implemented
in nalu-wind [28]. Comparison against the more strongly coupled approach of Nalu-Wind result in an average
difference in power and thrust of 0.16% and 0.5%, respectively. Thus the proposed hybrid-solver strategy is
demonstrated to be accurate in capturing engineering quantities of interest for high Reynolds number flows.
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Figure 3: Isocontours of Q-criterion with velocity visualized in the wake for NREL 5-MW rotor operating
under uniform inflow wind speed of 8m/s.

Figure 4: Power and thrust for inflow speed of U∞ = 8m/s as evaluated using the Exawind solver, and
comparison against results from single-linear-system solves implemented Nalu-Wind [28].
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4.2 Two-turbine demonstration under atmospheric inflow
In this example we consider a small two-turbine wind farm composed of NREL 5-MW turbines is considered.
The near-body mesh described in Section 4.1 is used. A netural ABL is considered in this study with a
geostrophic wind (wind resulting from exact balance between the Coriolis force and the pressure gradient
force) with velocity of 10 m/s used to drive the flow. The boundary layer develops over the course of 31
hours of physical time and eventually a typical neutral boundary layer forms. The statistics for the fully
developed ABL are presented in Fig. 5. A domain of size of 1.875× 1.523× 0.938 km3 is used for a total of
≈ 268M cells. Figure 6 depicts the wake of the two turbines, and Fig. 7 presents the corresponding power
and thrusts evaluated for each turbine. As expected, the second turbine experiences a noticeable dip in
power and thrust because of the slowdown of incoming wind speed caused by the wake of the first turbine.
Additionally, the power output from the first turbine occasionally dips as the instantaneous wind changes
speed and directions. As follows, it should also be noted that the power and thrust depicted in Fig. 7 are
only an approximation given the fact that no controller was employed in the current work, as a result of
which both turbines rotated at constant RPM without any change in yaw for the duration of the simulations
regardless of the local hub height wind speed and direction which is changing temporally in atmospheric
inflow settings.

Figure 5: Vertical-distribution statistics for a neutrally stable atmospheric boundary layer.

𝑢

Turbine 2 Turbine 1

Figure 6: Wake of turbines in a neutral ABL.
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Figure 7: Power and thrust of the turbines depicted in Fig. 6.

4.3 Solver scaling
This section shows the performance results of both Nalu-Wind and AMR-Wind on a similar neutral ABL
problem as discussed in Section 4.2. The domain is 5×5×1km3, the mesh for Nalu-Wind contains 2.5×107

nodes, and AMR-Wind uses a slightly larger mesh with 5.2× 107 cells. The linear solver relative tolerance
is same for both flow solvers and Nalu-Wind is using 2 Picard iterations per time step. Results are shown in
Figure 8. We present a typical strong scaling plot, performed on U.S. DOE leadership-class systems Summit
and Eagle, where the time per time step is plotted against the number of compute nodes. Note, one Summit
node is 42 CPUs and 6 GPUs while one Eagle node is 36 CPUs. As expected, AMR-Wind being a structured
CFD solver is approximately 10x faster compared to Nalu-Wind on Summit GPUs. Note, neither of the
curves tend to flatten which is why we do not define a hard strong scaling limit for either of the solvers. We
present a second plot that shows the number of grid points per second per time step that each flow solver is
capable of achieving. This number represents how efficient a flow solver is and a higher number is better and
AMR-Wind is capable of processing more than 20x more grid points than Nalu-Wind. Although GPUs do
not appear to strong scale as well as as CPUs, GPUs are capable of processing many more grid points per
rank per time step than a CPU. This strong scaling study demonstrates that AMR-Wind is more suitable
for larger ABL-type background flow simulations compared to Nalu-Wind both in terms of time to solution
and efficiency which reinforces our hybrid solver strategy.

5 Summary
In this paper we have presented preliminary results for the Exawind solver, a hybrid-solver framework for
large-scale wind farm simulations. In contrast to other high-fidelity modeling tools for wind energy, Exawind
is open-source and performance portable encouraging a community-driven platform in wind energy science.
Ongoing and future work includes a more formal analysis of the Exawind solver using canonical problems in
addition to validation of the framework for various turbines based on results from literature. Additionally,
load balancing strategies will be investigated carefully to achieve an efficient balance of CPUs and GPUs to
enable hybrid CPU-GPU runs where one of the CFD solver may operate on CPUs while the other operates
on GPUs. Finally, work is underway to enable dynamic AMR (Fig. 9) to capture the turbine wakes in wind
farms for more cost-effective simulations.
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Figure 8: Scaling performance of AMR-Wind and Nalu-Wind on a neutral ABL problem. The mesh for
Nalu-Wind contains 2.5× 107 nodes, and AMR-Wind uses a mesh with 5.2× 107 cells.

Figure 9: Dynamic AMR using the Exawind solver for a rotating ellipsoid.
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