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Abstract: Moment-based methods derived from gaskinetic theory using an entropy-maximization
formulation lead to a set of first-order hyperbolic balance laws with stiff relaxation source terms for
the description of viscous fluid flow. Despite offering a viable alternative to the Navier-Stokes (NS)
equations, moment-based methods do not appear to have been considered for the direct numerical
simulation (DNS) of turbulent flow. A key enabler in this work for performing novel DNS studies
with hyperbolic moment models has been the development and implementation of a recently-
proposed third-order, coupled space-time discontinuous-Galerkin Hancock method with an efficient
locally-implicit treatment for stiff source terms. The use of hyperbolic equations to model turbulent
viscous flow provides several computational advantages over employing the NS equations: i) to offer
a physics-based model with finite propagation speeds; ii) to avoid the discretization of elliptic-type
operators, which can be associated with more severe time-step restrictions and violation of the
maximum principle; and iii) to reduce the sensitivity to grid irregularities induced by gradient
reconstructions. A key advantage of describing viscous flows with moment-based models derived
from gaskinetic theory is that they extend the model validity beyond the continuum regime of
the fluid flow. This novel capability of our modelling framework paves the way to investigate
essential and long-lasting questions related to turbulent flows: can there be non-continuum effects
present at Kolmogorov scale for turbulent flows? If so, how relevant is it that these effects are
accounted for? Computational studies using the benchmark Taylor-Green vortex problem with
Mach and Reynolds numbers equal to 0.1 and 1,600, respectively, are included here to demonstrate
the predictive capabilities of the hyperbolic moment-model for DNS of turbulent flow. Although
the moment-based solution approaches closely the reference NS result obtained with a spectral
method, some differences are still observed even when using a fine computational grid with 5123

elements.

Keywords: Turbulence Modeling, Direct Numerical Simulation, Moment-Based Methods,
Discontinuous-Galerkin Hancock Scheme.

1 Introduction
Turbulence is a phenomenon of fundamental importance to myriad flows. The traditional understanding for
the past century is that all turbulence scales occur in a continuum regime [1], and therefore, turbulence is
almost exclusively studied at the hydrodynamic (continuum) level. However, this established assumption
has been more recently revisited in relation to certain flows [2], and scale analysis arguments suggest that
non-continuum effects could play an important role at the small scale motion of turbulence flows, with the
smallest of these being the Kolmogorov scales [1]. In fact, there are cases of practical interest [2, 3] in which
the Kolmogorov length and time scales can be within one-to-two orders of magnitude of the mean free path,
lmfp, and the mean collision time, tmct, respectively. For a gas flow with a turbulent Mach number, Mt, and
a turbulent Reynolds number, Ret, a scaling analysis [2] shows that the ratio of the Kolmogorov length scale,
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(1)

respectively. Here, ν is the kinematic viscosity and ε = −dk
dt is the dissipation rate given by the rate of

change of turbulent kinetic energy, k. Assuming a high-speed gas flow with Mt = 1 and Ret = 10, 000, the
first and second ratios in Eq. 1 are approximately 10 and 100, respectively [2]. In such instances, studying
turbulence and energy exchange at the molecular kinetic level may offer new physical insights.

In terms of the spatial scales, the situation can be analyzed through the Knudsen number [4], Kn =
lmfp

Lchar
,

where Lchar is a characteristics length scale of the fluid mechanical system, which, in the case of turbulent
scales, is related to the eddy size [5]. The Knudsen number value is a good indicator of what kind of local flow
conditions are encountered. The simplest situation occurs when Kn . 0.01 since the continuum hypothesis
is assumed valid. In this case, the flow is well described by the Navier-Stokes (NS) equations. However, the
condition corresponds to free molecular flow for Kn & 10, and a molecular level description such as the full
kinetic (Boltzmann) equation is well suited. Direct simulation Monte-Carlo (DSMC) method [3] is a suitable
technique for solving Boltzmann equation in this flow regime. Between the continuum and free molecular
flow limits, there is a transition regime, i.e., 0.01 . Kn . 10, where the NS equations, which are based on
the continuum fluid assumption, cease to be valid, and the alternative, physically valid option provided by
DSMC is typically computationally prohibitive.

Performing an analysis of the Knudsen number based on the Kolmogorov scale, η, the so-called “micro-
structure Knudsen number”, Knη, can be expressed as a function of Mt and Ret as [5]

Knη =

√
πγ

2

(
Mt

Re
1/4
t

)
, (2)

where γ is the gas adiabatic index. The weak dependency on turbulent Reynolds number (i.e., −1/4 power)
suggests that the continuum hypothesis will generally hold over a wide range of Reynolds numbers. Never-
theless, non-continuum effects present at Kolmogorov scale for turbulent flows are also possible, according
to Eq. 2, for flows of practical interest, and their investigation requires computational models that account
for non-equilibrium effects.

2 Scope of Work
Recently, Gallis et al. [3] provided the first demonstration that molecular-level methods based on gas kinetic
theory and molecular chaos can simulate turbulence and its decay, by applying DSMC to simulate the Taylor-
Green vortex (TGV) flow [6] at Mach and Reynolds numbers of 0.3 and 450, respectively. This simulation
required eight billion cells (2, 0003) and a total of 0.24 trillion particles. Although Gallis et al. [3] successfully
demonstrated that the DSMC solution recovered the NS result, the simulation used 0.5 million cores on the
Sequoia System (IBM Gene/Q processors), or about a third of this petascale supercomputer, for 500h (i.e,
21 days). This result is descriptive of the high computational cost associated with the application of DSMC
method in the continuum flow regime, even for a modest Reynolds number.

More recently, Gallis et al. [7] investigated a range of Mach and Reynolds numbers for the TGV problem
using both the DSMC method for noncontinuum molecular gas dynamics and the direct numerical simulation
(DNS) of turbulent flow described by the NS equations. For the Mach and Reynolds numbers examined, it
appears the two methods produce the same energy decay, although the DSMC flows evolve along trajectories
in phase space that are different from but basically similar to those of DNS. In a very recent and revolutionary
paper, McMullen et al. [8] have provided evidence based on studies with the TGV that deviations between the
spectra decay generated by the molecular-gas-dynamics and NS simulations occur, thereby concluding that
the NS equations are not guaranteed to describe the smallest scales of gas turbulence for any positive Knudsen
number. These precursor studies clearly illustrate the significance of elucidating the role of non-equilibrium
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effects in canonical turbulence situations, which could lead to fundamental changes in the understanding of
turbulence.

Despite its relative success for a range of relatively lower Reynolds number cases, DSMC is an expensive
technique for resolving phenomena from molecular to hydrodynamic (continuum) length scales in gas flows
as it uses probabilistic Monte Carlo simulation to solve the Boltzmann equation. Alternatively, the moment-
based methods [9, 10] used in the present work lead to a set of first-order hyperbolic balance laws with stiff
relaxation source terms for the description of turbulent viscous, compressible fluid flow, that extends over
the continuum limit of flow regimes into the transitional domain. Despite offering a viable alternative to the
NS equations, moment-based methods do not appear to have been considered for the DNS of turbulent flow.
Thus, the investigation pursued here is novel and a first-of-a-kind in its approach.

Moment-based models derived from the gaskinetic theory can be used for the prediction of continuum
and non-equilibrium flows, and offer computational advantages over other fluid-flow models such as the NS
equations. Moment models are described by first-order hyperbolic partial differential equations (PDEs),
thereby avoiding the complications raised by elliptic-type operators. For instance, they are less sensitive to
grid irregularities due to their hyperbolic nature [11]. Furthermore, they allow for an additional degree of
accuracy over second-order PDEs for an equivalent number of degrees of freedom.

The diatomic extension [12] for the ten-moment (Gaussian) closure [10] offers a viable model for viscous,
compressible fluid flow that extends over the continuum limit of flow regimes into the transitional domain.
However, the absence of heat flux in the Gaussian system limits its range of application [10]. Moreover, the
presence of stiff local source terms requires a careful numerical treatment in the solution procedure. A key
enabler in this work for performing novel DNS studies with the hyperbolic ten-moment model [12] (see Sect.
3.2 for details) has been the development and implementation of a recently proposed third-order, coupled
space-time discontinuous-Galerkin Hancock (DGH) scheme with an efficient locally implicit treatment for stiff
source terms [13, 14]. To the best of our knowledge, this is the first application of hyperbolic moment-models
to the DNS of turbulent flow.

This paper is organized as follows. In Sect. 3, after a brief review of the moment-closure procedure and the
class of maximum-entropy closure, the Gaussian closure system used for performing DNS of turbulent flow
is presented. The extension [12] of the ten-moment Gaussian closure for diatomic gases leads to a hyperbolic
system of eleven PDEs with stiff relaxation source terms, which are used here. Section 4 provides details about
the discretization procedure used in the present work to solve the hyperbolic model for viscous, compressible
fluid flow at large computational scale. Computational DNS studies performed with the aforementioned
moment-closure procedure for the decaying turbulence produced by the TGV are presented in Sect. 5.
Finally, some conclusions concerning the applicability of moment closure approach for the DNS of turbulent
flow are drawn in Sect. 6.

3 Hyperbolic Governing Equations for the Direct Numerical Sim-
ulation of Turbulent Flow

3.1 Moment-Closure Methods
Moment closures follow from the kinetic theory of gases [15]. In this theory, the particle nature of a gas is
not ignored, however, the individual evolution of each atom or molecule is not directly tracked. Rather, a
distribution function, F(xi, vi, t), is defined which gives the phase-space density of particles of a single-species
gas at a position, xi, with velocity, vi, at a time, t.

Traditional macroscopic variables can be computed by taking moments of F . This is done by multiplying
the distribution function by an appropriately chosen weight and integrating over all velocity space. For
example, the spatial number density of particles is given by

n(xi, t) =

∫
∞

F dvi = 〈F〉 .

Here, the weight is simply taken as the constant of unit value, and the compact notation, 〈·〉, denotes
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integration over all three dimensions of velocity space. Other commonly used moments are

nui = 〈viF〉 , n Pij = 〈cicjF〉 , nQijk = 〈cicjckF〉 .

Here, ui is the average particle velocity at a point and time. This allows the difference between individual
particle velocities and the local average to be defined as ci = vi − ui. The variance-covariance tensor, Pij ,
represents the pressure tensor and describes the spread of particle velocities and the correlation between
individual components of the particle velocities. This tensor is symmetric, with six distinct entries. For a
monatomic gas, it is related to the traditional thermodynamic pressure with p = Pii/3, and to the deviatoric
(viscous) stress tensor with τij = pδij −Pij . The third-order tensor, Qijk, is the generalized skewness tensor
and represents asymmetries of the distribution function. Moments of arbitrarily high order can be taken,
however, the interpretation of their physical meaning becomes harder.

For a fluid with particles of the same kind, the evolution of the particle distribution function is governed
by a kinetic equation,

∂F
∂t

+ vi
∂F
∂xi

+
∂

∂vi
(aiF) = S , (3)

which is the well-known Boltzmann equation of gas dynamics [4]. Here, ai is the particle acceleration due to
effects such as drag or external fields, which is neglected in the present work. The local source term on the
right-hand side is chosen to be appropriate for the situation of interest. For example, if the right-hand side,
S, is taken to be the Boltzmann collision integral this term models the effects of inter-particle collisions on
the distribution function.

Equation (3) is extremely flexible and can be adapted to model a very wide range of situations, however
it is extremely high dimensional. The equation exists in three space dimensions, three velocity dimensions,
and time. Any solution through a direct discretization would be extremely expensive and limited to trivially
small problems. Fortunately, a lower-dimensional equation can be derived for a given macroscopic statistical
moment of the F . For example, given a weight function, W , that corresponds to an arbitrary moment,
U = 〈WF〉, a moment of Eq. (3) gives

∂

∂t
〈WF〉+

∂

∂xi
〈viWF〉 = −

〈
aiF

∂W

∂vi

〉
+ 〈WS〉 . (4)

For many situations, all terms on the right-hand side of Eq. (4) can be evaluated in closed form and yield
algebraic expressions. However, on the left-hand side, one sees that the time evolution of an arbitrary
moment will always depend on the divergence in space of a moment of one order higher. This will lead to
an infinite set of coupled equations and is obviously impractical.

Any technique used to close the infinite set of equations resulting from Eq. (4) is known as a moment
closure. The most popular way of doing this is by restricting the allowed form of F to have a prescribed
form in terms of a finite number of closure coefficients. In doing so, the number of degrees of freedom is
restricted and the moment equations naturally close.

Though many techniques exist for closing the form of F , in this work, an entropy maximization principle
is used [9, 16, 17]. In this method, a set of moments of interest are chosen, then F is restricted to be
whatever has the highest entropy while being consistent with the known moments. The prescribed form for a
maximum-entropy closure is given by F = eα

ᵀW , where the number of free parameters, α = [α1, α2, . . . , αN ]
ᵀ

is the same as the number of desired macroscopic properties, U . The closure coefficients are the Lagrange
multipliers obtained from the constrained entropy-maximization problem. Moment closures of this type yield
an expanded sets of first-order hyperbolic balance-laws for the evolution of the chosen moments, U , which
can be expressed as

∂U

∂t
+
∂Fi
∂xi

= S , (5)

where Fi = 〈viWF〉 is the flux dyad and S =
〈
W δF

δt

〉
is the vector of local source terms. There are also

strong physical arguments as to why models derived in this fashion should provide accurate predictions
[9, 10].

The traditional Euler equations are provided by the five-moment closure with the weight vector W5 =
[m,mvi,mvivi]

ᵀ. Another low-order member of this hierarchy is the ten-moment Gaussian model which is
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derived using W10 = [m,mvi,mvivj ]
ᵀ. This Gaussian closure model is well suited for describing viscous,

adiabatic flow, and is used in the present study.

3.2 Ten-moment (Gaussian) Closure Model for Viscous, Compressible Fluid
Flow

One successful member of the maximum-entropy hierarchy for gases is the ten-moment, or Gaussian, moment
model, which was first proposed by Levermore and Morokoff [10] for a monatomic gas. This model results
from choosing the number density, the local average velocity, and the velocity variance-covariance tensor as
the moments of interest. The maximum-entropy theory [9] leads to a distribution function of the form

FG =
n

(2π)
3
2 (det Θij)

1
2

exp

(
−1

2
Θ−1
ij cicj

)
, (6)

where Θij = Pij/ρ is an anisotropic “temperature” tensor. Insertion of this assumed form into Eq. (4) gives
a set of three tensor equations for ten independent fields,

∂n

∂t
+

∂

∂xk
nuk = 0 , (7)

∂

∂t
nui +

∂

∂xk
n(uiuk + Θik) = 0 , (8)

∂

∂t
n (uiuj + Θij) +

∂

∂xk
n (uiujuk + uiΘjk + ujΘik + ukΘij) = SG . (9)

This first-order hyperbolic model for viscous compressible gases can be seen as an alternative to the com-
pressible Navier-Stokes equations. In fact, by allowing for anisotropic temperatures, the ten-moment model
can remain accurate for significant departures from local thermodynamic equilibrium, in cases for which
the Navier-Stokes equations lose validity. This model has proven successful in predictive viscous flows both
in and out of thermodynamic equilibrium [18, 19, 20, 21]. In addition to being accurate and efficient, the
first-order nature of the resulting equations has been shown to make numerical solutions less sensitive to
grid quality [11]. This is especially advantageous for practical situations with complex geometry for which
high-quality grid generation is very difficult.

As previously mentioned, the Gaussian closure was originally derived for a monatomic gas with only
three translational degrees of freedom, and no internal degrees of freedom associated with rotational and
vibrational modes. Later on, Hittinger [12] extended the formulation to account for the rotational energy
that can be present in internal degrees of freedom for a diatomic gas. In this case, assuming a “dumbbell”
model of a diatomic molecule, the total velocity distribution for the diatomic gas becomes

GD(xi, vi, ω, t) =
n2I

(2π)5/2(det Θ)1/2p

(
T

Trot

)
exp

(
−1

2
Θ−1
ij cicj

)
exp

(
−1

2
Rω2

)
, (10)

where the rotational velocities are assumed statistically independent of each other and of the translational
velocities, I is a moment of inertia, and ω is the magnitude of an angular velocity vector defined in an ap-
propriately chosen coordinate system about the center of mass of the diatomic molecule (see [12] for details).
Making an analogy to the translational degrees of freedom and the associated translational temperature, T ,
a rotational temperature, Trot, can be defined for the temperature of rotational degrees of freedom. The
variable R is given by R = nI

p

(
T
Trot

)
. Aside from time, this distribution function is now defined in seven-

dimensional space consisting of three position coordinates, three translational velocity components, and an
angular velocity dimension. In this case, moments of the distribution function are achieved by integrating not
only over all velocity space, but also over the angular velocity space. Though the rotational and translational
temperatures need not be equal in general, they will become equal only when the gas is in thermodynamic
equilibrium.

The final form of the Gaussian-moment system used in the present work to describe viscous, compressible
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fluid flow of diatomic gas is given by [12]

∂ρ

∂t
+

∂

∂xk
(ρuk) = 0,

∂

∂t
(ρui) +

∂

∂xk
(ρuiuk + Pik) = 0,

∂

∂t
(Pij + ρuiuj) +

∂

∂xk
(ρuiujuk + uiPjk + ujPik + ukPij)

= −3Pij − Pkkδij
3τt

− 2 (Pkk − 3Erot)

15τr
δij ,

∂Erot

∂t
+

∂

∂xk
(ukErot) = −3Erot − Pkk

5τr
.

(11)

Here, the relaxation times can be related to the gas viscosities with

τt =
µ

p
, τr =

15µB
4p

, (12)

where µ is the molecular fluid viscosity, µB is the bulk viscosity, and p = (Pii + 2Erot) /5. In comparison
to a monatomic gas, Eq. 12 for a diatomic gas with rotational degrees of freedom introduce an advection-
relaxation equation for the rotational energy density of the gas, Erot. Furthermore, there is an additional
relaxation on the time scale τr of the generalized pressure tensor to equilibrium. This model provides a
description of diatomic ideal gas at moderate temperatures in which the heat transfer is negligible.

4 Discretization Procedure
In addition to their physical modelling advantages, moment-based methods are highly desirable numerically,
as they take the form of first-order hyperbolic balance laws. The first-order nature of the models has been
shown to greatly increase the robustness of numerical solution of lower quality meshes [11], as compared to
the numerical solution of the Navier-Stokes equations. These moment equations do, however, often have stiff
local source terms. Fortunately, as the source terms are entirely local, they do not add global stiffness to the
problem. Point-implicit time-marching methods can be used to efficiently advance numerical solutions.

In this work, the DGH method is selected. This numerical scheme was developed by Suzuki and van
Leer [13] specifically for the efficient and accurate solution of moment equations. It is based on the upwind
moment scheme of Huynh [22], and extends the method for the efficient solution of hyperbolic laws with
stiff local sources. Somewhat remarkably, this coupled space-time method achieves third-order accuracy in
both space and time, while only using linear elements [23, 24, 14]. The DGH method can be implemented in
a highly efficient manner for execution in parallel computational resources, as neighbouring cells only need
to exchange information once per time step. Also, the time-step stability limit for the DGH method is far
less restrictive that that of traditional high-order Runge-Kutta-DG methods, meaning larger time steps can
safely be taken. The result is that the scheme can easily achieve extremely high parallel efficiency, even when
hundreds of thousands of cores are used, as demonstrated in [14]. It is also very amenable to implementation
on unstructured grids or when adaptive mesh refinement (AMR) is used.

In the DGH scheme, each moment member of the conserved solution vector, U(xj , t)|Ωk
, in Eq. (5) and

Eq. (11) is assumed to be a linear polynomial function over the domain of each grid element Ωk. Moreover,
the space of scalar test functions in this Galerkin formulation is taken to be the same as the space for the
solution, yielding

U(xj , t)|Ωk
, ν(xj)|Ωk

∈ P 1 (Ωk) , (13)

where xj = [x, y, z] is a position vector in a Cartesian coordinate system and

P 1 (Ωk) = span {φ0(xj), φ1(xj), φ2(xj), φ3(xj)}
= span {1, x− xck , y − yck , z − zck} .

(14)
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Here, xck = [xck , yck , zck ] is the centroid of the element Ωk. Thus, the numerical solution for a particular
computational element k is taken as

Uk = Uk + (∆xU)k(x− xck) + (∆yU)k(y − yck) + (∆zU)k(z − zck) , (15)

where Uk is the cell solution average, and (∆xU)k, (∆yU)k, and (∆zU)k are the components of the solution
gradient in the x, y, and z Cartesian directions, respectively. These solution variables represent the degrees
of freedom for which the equations of the ten-moment model, Eq.(11), are solved for.

The weak form of Eq. (5) for an element Ωk is obtained by applying a Galerkin approach [13], which after
performing integration by parts yields∫

Ωk

ν(xj)
[
Un+1 −Un

]
dxj =−

∫∫
Γk×T

ν(xj)Fi · n̂i dΓdt+

∫∫
Ωk×T

Fi
∂

∂xi
ν(xj) dxjdt

+

∫∫
Ωk×T

ν(xj)S dxjdt ,

(16)

where T is the time interval over
[
tn, tn+1

]
.

Inserting the solution representation given by Eq. (15) into the weak formulation, Eq. (16), and performing
integration using each test function yield update formulas for the solution degrees of freedom (i.e., cell solution
average and slopes). The right-hand side of the update equations contains five integrals defined over coupled
space-time domains [13, 14]: i) two surface integrals for the boundary flux through the coupled space-time
surface of the computational element, ii) a flux volumetric integral, and iii) two volumetric integrals for the
source term. Since the local source term is stiff, the Radau IIA method is used for time integration, which
leads to solution update formulas at time tn+ 1

3 and tn+1. Finally, the application of the Gaussian quadrature
rule for space domain integration, and the use of Hancock’s predictor step for the solution evaluation at the
half time steps, Uh(xi, t

n+ 1
2 ) and Uh(xi, t

n+ 1
6 ), yield the following discrete formulas for the solution cell-

average and slope updates (see [13, 14] for details):

Un+ 1
3

k

U
n+1

k

 =

Un

k

U
n

k

− ∆t

Vk


1
3

∑
ξ

wξF̃
n+ 1

6∑
ξ

wξF̃
n+ 1

2

+ ∆t

 5
12I − 1

12I

3
4I

1
4I

Sn+ 1
3

S
n+1

 , (17)



∆xU
n+ 1

3

k

∆yU
n+ 1

3

k

∆zU
n+ 1

3

k

∆xU
n+1

k

∆yU
n+1

k

∆zU
n+1

k


=



∆xU
n

k

∆yU
n

k

∆zU
n

k

∆xU
n

k

∆yU
n

k

∆zU
n

k


+ ∆tΥ



1
3

∑
ξ

wξ∆xξF̃
n+ 1

6

ξ

1
3

∑
ξ

wξ∆yξF̃
n+ 1

6

ξ

1
3

∑
ξ

wξ∆zξF̃
n+ 1

6

ξ∑
ξ

wξ∆xξF̃
n+ 1

2

ξ∑
ξ

wξ∆yξF̃
n+ 1

2

ξ∑
ξ

wξ∆zξF̃
n+ 1

2

ξ



+ ∆tΥ



1
3

∑
χ

wχ |J(ζj)|
[

1

2
(Fx)nχ +

1

2
(Fx)

n+ 1
3

χ

]
1
3

∑
χ

wχ |J(ζj)|
[

1

2
(Fy)nχ +

1

2
(Fy)

n+ 1
3

χ

]
1
3

∑
χ

wχ |J(ζj)|
[

1

2
(Fz)

n
χ +

1

2
(Fz)

n+ 1
3

χ

]
∑
χ

wχ |J(ζj)|
[

3

4
(Fx)

n+ 1
3

χ +
1

4
(Fx)n+1

χ

]
∑
χ

wχ |J(ζj)|
[

3

4
(Fy)

n+ 1
3

χ +
1

4
(Fy)n+1

χ

]
∑
χ

wχ |J(ζj)|
[

3

4
(Fz)

n+ 1
3

χ +
1

4
(Fz)

n+1
χ

]


+ S ,

(18)

7



S = ∆t

 5
12I − 1

12I
3
4I

1
4I





∂S
∂U

n+ 1
3 ∆xU

n+ 1
3

k

∂S
∂U

n+ 1
3 ∆yU

n+ 1
3

k

∂S
∂U

n+ 1
3 ∆zU

n+ 1
3

k

∂S
∂U

n+1
∆xU

n+1

k

∂S
∂U

n+1
∆yU

n+1

k

∂S
∂U

n+1
∆zU

n+1

k


. (19)

Here, the following quantities are used: ∆ζξ = ζξ − ζck is the distance along a particular coordinate ζ
between an arbitrary Gaussian boundary point with index ξ and the cell centroid of element Ωk, wξ is the
Gaussian weight, J(ζj) is the Jacobian of the trilinear transformation mapping the hexahedral element Ωk
to a canonical cube, χ index denotes volumetric Gaussian points, and Kk and Υ matrices are given by

Kk =

Ixx Ixy Ixz
Iyx Iyy Iyz
Izx Izy Izz

−1

,Υ =

Kk 0 0
0 Kk 0
0 0 Kk

 , (20)

where Iξζ =
∫∫∫
Ωk

(ξ − ξck)(ζ − ζck) dxj is the product moment of area for ξ and ζ axes. I ∈ R3×3 is the

identity matrix. F̃ξ is the vector of computed fluxes normal to the element edge ∂Γk, and is computed here
by using the Harten-Lax-Leer-Einfeldt (HLLE) approximate Riemann flux function [25].

5 Taylor-Green Vortex Problem
To demonstrate the ability of the ten-moment model described in Sect. 3.2 to perform the DNS of turbulent
flow, the Taylor–Green vortex problem is considered.

The TGV is a synthetic flow field that has been widely used for performing the DNS of turbulent flow. An
exact initial condition can be specified which is an infinite periodic array of vortices having counter-rotating
neighbors, thereby allowing comparisons of different solution methods. In three dimensions, vortex stretching
occurs and energy is transported from large scales to smaller scales, such that new small-scale vortices appear,
while the base vortex decays. This cascading process leads the flow to transition to turbulence, followed by
a subsequent decay phase similar to homogeneous isotropic turbulence.

The TGV benchmark has been used in connection with many numerical methods, including high-order
discontinuous-Galerkin methods, flux reconstruction schemes, different variants of the lattice Boltzmann
method, and DSMC (see [3, 6, 7, 8, 26, 27, 28, 29, 30, 31] and the references therein). This flow problem
was one of the cases considered in all first five international workshops on high-order CFD (computational
fluid dynamics) methods, including as a challenging test in the first three.

The test case of a three-dimensional (3D) TGV at the Reynolds number of 1,600 and Mach number of
0.1 is chosen here as this specific test case is well studied, and reference solutions based on the NS equations
for energy decay, enstrophy evolution and energy spectra are readily available from the literature. Note that
for this particular flow conditions, reference data are not only available for the increasing enstrophy but
also for decaying enstrophy. As described in [6], the 3D incompressible NS equations with constant physical
properties are typically used as the governing equations for this flow. Additionally, the temperature field
does not need to be computed. Alternatively, the 3D compressible NS equations at low Mach number can
be used for the simulation of this test case.

For the present study, we follow the setup of Wang et al. [6] which was also used by Jacobs et al. [27].
The flow is solved in a periodic domain given by (x, y, z) ∈ [0, 2πL]3, with a non-dimensional reference length
L = 1. The initial condition is given by the set of primitive variables W0 = [ρ, ux, uy, uz, p]

ᵀ which is taken
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as

W0 =
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V sin
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+
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[
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L

)
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L
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cos

(
2z

L

)
+ 2

]


. (21)

Here, the non-dimensional velocity V = 1, and density is computed with the equation of state ρ =
γpM2

Tref
using a reference temperature Tref = 1 and a Mach number of M = 0.1. The Reynolds number of the flow

is defined as Re =
ρrefV L

µ
, and is equal to 1,600. The reference density is taken to be ρref = 1, and the

appropriate viscosity is then µ = 1/1,600, with the bulk viscosity approximated as µB = 3µ. Figure 1a depicts
the initial variation for the velocity and vorticity magnitudes for this problem.

In the present study, the solution is time-marched to final non-dimensional time t = 20, using a CFL
(Courant–Friedrichs–Lewy) number of 0.1 for all mesh resolutions considered. The HLLE flux function and
no slope limiter were used. Computational studies have been performed with the DGH scheme on a series of
Cartesian meshes ranging in size from 1283 to 5123 uniform elements for a total of 2,097,152 and 134,217,728
cells, respectively. Figures 1b to 1e show 3D contour plots of the predicted instantaneous velocity and
vorticity magnitudes obtained on the 5123 Cartesian grid at the time instances t = 2.5, 9.0, 15.0 and 17.5,
respectively. Note that the vorticity magnitude is plotted along 30 Q-isosurfaces equally distributed across
the instantaneous range of positive Q values. As discussed in [32], positive Q isosurfaces isolate areas where
the strength of rotation overcomes the strain, thus making those surfaces eligible as vortex envelopes.

To validate the results, the temporal evolution of certain integrated quantities has been compared against
the reference data from Wang et al. [6], which was obtained by solving the incompressible NS equations
on a grid with 5123 elements using a spectral method. Specifically, the integrals of the kinetic energy and
enstrophy for the entire domain Ω,

Ek =
1

ρrefΩ

∫
Ω

1

2
ρujuj dΩ, and (22a)

E =
1

ρrefΩ

∫
Ω

1

2
ρ |∇ × ~u|2 dΩ, (22b)

respectively, have been computed by performing accurate Gaussian quadrature integration for the integrands,
which were evaluated with the predicted DGH solution and solution gradient (see Eq. 15). Additionally, the

temporal evolution of the kinetic energy dissipation rate, ε = −dEk
dt

, can be related to the enstrophy exactly
for incompressible flows as

E =
ρref ε

2µ
, (23)

and this expression holds also approximately true for compressible flows at low Mach number.
Figure 2a depicts the predicted temporal evolution of the kinetic energy on three uniformly refined

Cartesian meshes with 1283, 2563, and 5123 elements. As the grid is refined, it is quite obvious that the
kinetic energy predicted by the DGH scheme approaches the spectral prediction of Wang et al. [6] on
5123 elements. An inspection of Fig. 2a shows that the 3rd-order DGH solution appears to be converging
towards the reference data, although some slight differences can still be noticed at the end of the dissipation
dominated phase (i.e., beyond about t = 15).

The temporal variation of enstrophy, E , has also been examined based on both evaluation formulas, and
the results are depicted in Fig. 2b. The direct evaluation of enstrophy, referred to as “DGH” in the figure,
uses Eq. 22b and the DGH solution slopes to compute the flow vorticity. To evaluate enstrophy based on
Eq. 23, denoted as “DGH, Ek-solution based” in Fig. 2b, a 4th-order finite-difference approximation for the
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time derivative of the kinetic energy variation depicted in Fig. 2a has been used. The examination of Fig. 2b
reveals that, as in the case of kinetic energy, the predicted enstrophy variation by the DGH scheme converges
towards the spectral prediction [6] as the mesh is refined. However, in contrast to the observed behaviour for
the kinetic energy, the estimated enstrophy computed directly with the solution slopes predicted by the DGH
scheme is approaching the reference data at a relatively slower rate. Nevertheless, the indirect estimation
of the enstrophy based on numerical differentiation of Ek temporal variation reveals significantly improved
predictions that are much closer to the reference data. This behaviour can be explained by considering that
the enstrophy relies on derivatives of the velocity field whereas the kinetic energy depends directly on the
velocity field. Recalling that the 3rd-order DGH scheme relies on linear elements for the solution procedure
(see Eq. 15), it is obvious that the solution slopes are approximated with lower accuracy than the solution,
and this fact is reflected in the direct evaluation of the enstrophy in this case.

Although the Ek-solution-based enstrophy approach the reference solution as the mesh is refined, the
prediction on the most refined grid does not fully agree with the continuum result, and the differences
between the two curves are more significant than in the case of kinetic energy. A first plausible explanation
for these differences is that the DGH solution is still not fully converged, considering that the comparison
is performed between the prediction of a 3rd-order scheme versus that of a spectral method for the same
grid resolution, with the latter being obviously more accurate. Although no definite conclusion can be made
about the numerical convergence of the DGH result on the finest resolution, an inspection of the Kolmogorov
scale for this problem [31] at the time when the enstrophy peaks, i.e., t = 9.0, reveals that it is on the order
of the cell length. Furthermore, the Knudsen number of that scale, based on our results, is approximately
0.008 which corresponds to regimes at which non-equilibrium effects begin to be observed. Therefore, it is
conceivable that the differences might persist even as the mesh is further refined, and be deemed as modelling
differences between the continuum fluid representation used in the Navier-Stokes equations and the extended
hydrodynamics formulation provided by the moment method. To elucidate the exact nature of the observed
differences additional high-resolution studies and analyses of this case would be required.

6 Conclusions
The present work has demonstrated that the ten-moment (Gaussian) closure model for viscous, compressible
fluid flow can be used for the DNS of turbulent flow. To the best of our knowledge, this is the first application
of hyperbolic moment-models to this type of simulations.

The DGH scheme proved to be a key enabler of this work by providing third-order solution accuracy with
only linear elements, an efficient treatment for the stiff local source terms in the ten-moment model, and
allowing the development of an efficient, large-scale computational framework for execution on massively
parallel architectures [14]. The results presented for Taylor-Green vortex problem demonstrate that the
3rd-order DGH method is able to resolve small-scale structures accurately in the DNS of a turbulent flow.

Comparisons against the spectral data of Wang et al. [6] for the TGV problem, show that the DGH
prediction on the most refined grid does not fully agree with the continuum result. The differences in the
predicted temporal evolution of the kinetic energy are relatively minor, but more significant differences are
observed in the predicted temporal evolution of the enstrophy. Although no definite conclusion can be made
about the numerical convergence of the DGH result, the determined Knudsen number at Kolmogorov scale
shows that the differences might potentially occur due non-equilibrium effects. Further investigations are
required to elucidate the observed discrepancies.

The moment-based approach provides an extended hydrodynamics model that is not only valid beyond
the continuum regime of the fluid flow, but also is more computationally afordable than DSMC for certain
non-equilibrium flow regimes. Thus, the approach proposed in the present work could also be used for the
investigation of non-continuum effects that might be present at Kolmogorov scale for turbulent flows, as
theoretically predicted and recently observed in numerical experiments.
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(a) t = 0.0.

(b) t = 2.5.

(c) t = 9.0.
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(d) t = 15.0.

(e) t = 17.5.

Figure 1: Contour plots of the magnitude of velocity (left) and vorticity (right) for the TGV problem at
various non-dimensional times. The solutions are predicted by solving the ten-moment model with the DGH
scheme on a Cartesian grid with 5123 elements. The vorticity magnitude is plotted along a number of Q-
isosurfaces equally distributed across the instantaneous range of positive Q values. The number of isosurfaces
is 15 for the solution at t = 0.0 and 30 for the rest of the time instances.
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