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Abstract: This work discusses the development of a multi-physics modeling
framework for inductively coupled plasma (ICP) wind tunnels. As opposed to
a monolithic approach, separate in-house solvers are considered to deal with
the different parts of the complete model. The flowfield is modeled using
hegel, a finite volume solver for non-equilibrium plasmas. The simulation of
the electric field and the thermal protection system (TPS) material sample is
accomplished via a finite element and a finite volume solvers (flux and pato,
respectively). The three tools are coupled using the preCICE library. Results
for two-dimensional axi-symmetric configurations are presented and discussed
to illustrate the effectiveness of the proposed coupled approach for modeling
ICP discharges along with material response and electromagnetic phenomena.

Keywords: Multi-physics, Numerical Algorithms, Computational Fluid Dy-
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1 Introduction

Inductively coupled plasmas (ICPs) have broad range of applications which include spray pro-
cesses [1], waste treatment [2], arc welding [3], plasma cutting [4], nanopowder fabrication [5]
and testing of thermal protection system (TPS) materials for atmospheric entry vehicles.

In the above situations plasmas are mostly generated by means of a suitably designed torch.
In its simplest configuration, a plasma torch consists of a tube made of quartz surrounded by
an inductor coil made of a series of parallel current-carrying rings. The radio-frequency currents
running through the inductor induce toroidal currents in the gas which is heated thanks to
Ohmic dissipation [6, 7]. If the energy supplied is large enough to cause breaking of chemical
bonds, the gas flowing through the torch can undergo ionization, thereby forming a plasma
with temperatures up to, or above, 10 000K. Since the heating of the initially low temperature
gas occurs via electromagnetic induction, ICPs are essentially contamination-free. This not
the case, for instance, of arc-jet facilities where material fragments resulting from electrode
erosion may severely pollute the plasma with undesirable effects on diagnostics techniques (e.g.,
emission/absorption spectroscopy).

Inductively coupled plasmas at, or near, atmosphere pressures are often referred to as thermal

plasmas [8] since, due to the large pressures, the high collision rates among free-electrons and
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heavy-particles (e.g., atoms and molecules) ensure that their temperatures are nearly equal. On
this basis, large pressure ICPs are often modeled assuming local thermodynamic equilibrium
(LTE). This choice is attractive from both the modeling and computational point of view as the
fluid governing equations remain the global mass, momentum and energy balance relations [9–
14].1 The only complication stems from pressure and temperature dependence of thermodynamic
and transport properties. However, this may be tackled by means of tabulation or fitting during
pre-processing [15].

Despite its popularity, there exist situations where the LTE assumption for ICPs breaks
down. Aside from low pressure discharges, non-local thermodynamic equilibrium (NLTE) effects
may be important even around atmospheric pressure. This is the case, for instance, of the
fringe region of a plasma jet where the cold chamber gas is entrained by the hot (and usually
laminar) plasma core exiting the torch [16]. The ensuing mixing, which eventually leads to a fully
turbulent flow, is inherently a NLTE process involving diffusion along with recombination and
de-excitation reactions. Also, despite thermal non-equilibrium effects may be negligible at the
torch exit, the plasma state may still be affected by NLTE in the discharge [17–19]. Under these
circumstances, LTE simulations tend to overestimate temperatures, with consequent large errors
on chemical composition. These facts must be taken into account when comparing predicted
temperatures with experiments.

As it may be inferred from the previous discussion, the self-consistent modeling of an ICP
wind tunnel is inherently a multi-physics problem which requires coupling between electromag-
netic fields, NLTE hydrodynamics and material response. Moreover, it must be borne in mind
that an actual ICP facility is always characterized by a certain degree of unsteadiness as a result
of turbulence and/or arc restrikes [20]. Despite this simulations are mostly performed under
steady-state using engineering turbulence models (e.g., RANS).

The purpose of this paper is the development of a computational multi-physics framework
for ICP wind tunnels. Instead of adopting a monolithic approach the hydrodynamics, electro-
magnetic field and material response are handled by separate solvers developed either within
the Center for Hypersonics and Entry Systems Studies (CHESS) at University of Illinois, or by
external collaborators. Hydrodynamics is modeled using hegel [21], a finite volume solver for
LTE/NLTE plasmas. The simulation of the electric field and the TPS material sample is accom-
plished via a finite element and a finite volume solvers (flux [22] and pato [23], respectively).
Coupling is realized by means of the preCICE [24] open-source library.

The paper is structured as follows. Section 2 describes the physical model. The coupled
computational framework is discussed in Sec. 3. Verification tests and applications are presented
in Sec. 4. Conclusions and future work are outlined in Sec. 5.

2 Physical Model

The plasmas considered in this work are made of electrons, neutrals and ions, and are modeled
as mixtures of ideal gases in NLTE conditions (see Sec. 2.1). The LTE formulation, used for the
purpose of comparison, maybe deduced from the NLTE description and is discussed in detail
in monographs available in the literature (e.g., Ref. [8]). Section 2.2 treats the modeling of the
electromagnetic field. The mathematical modeling of the TPS material sample may be found
elsewhere [23].

1This is true as long demixing is neglected.



2.1 Plasma

As already recalled in Sec. 1, the modeling of a dilute LTE plasma is mathematically equivalent
to that of a pure gas with temperature and pressure dependent properties. This approach,
very appealing from the computational perspective, may lead, however, to a poor description
when non-equilibrium effects prevail. Under this situation one has to keep track of how the
main chemical constituents of a plasma evolve as a result of convection, diffusion and kinetic
processes and, eventually, account for non-Boltzmann distributions of their internal degrees of
freedom (e.g., electronic states) [25, 26].

Before going through the details, it is helpful to introduce some notation. The species the
plasma is made of are stored in set S = {e} ∪ Sh, where the symbol e denotes free-electrons.
The heavy-particle subset Sh contains atoms and molecules: Sh = Sa ∪ Sm. Here the word
species may refer to chemical components such as N2 or NO+ when considering a conven-
tional multi-temperature (MT) formulation [25], or individual bound-states/groups (e.g., N(i))
for a collisional-radiative (CR) [26–41] or grouping approach [42–56]. In both circumstances,
heavy-particles and free-electrons are assigned distinct translational temperatures (Th and Te,
respectively) to account for the inefficient energy transfer, due to the large mass disparity, in
electron-heavy collisions.

The NLTE governing equations, along with constitutive relations for thermodynamics, trans-
port and kinetics, are obtained via the Chapman-Enskog (CE) expansion method for the Boltz-
mann equation of Kinetic Theory [57–65]). Here the expansion is stopped at first-order which
allows to retrieve Newton and Fourier’s law for molecular transport of momentum and energy,
respectively, in the case of a pure gas composed of structureless particles. Kinetic processes
(e.g., ionization) are treated under the assumption of a Maxwellian reaction regime [58,59, 65].

Thermodynamics In view of the ideal gas assumption (e.g., no pressure ionization [66]), the
pressure of the plasma follows from Dalton’s law:

p = ph + pe, (1)

where the free-electron and heavy-particle partial pressures are, respectively, ph = nhkbTh and
pe = nekbTe, with kb being Boltzmann’s constant. The symbols ne and nh stand, respectively,
for the number density of free-electrons and heavy-particles. The latter quantity is obtained
from nh =

∑

s∈Sh
ns. Upon introducing the mole fractions Xs = ns/n, the number density of

the plasma as a whole may be retrieved from Eq. (1):

n =
p

kbTh [1 +Xe (Te/Th − 1)]
. (2)

The plasma density is ρ =
∑

s∈S ρs, where the partial densities are related to the number
densities via ρs = msns, with ms being the (particle) mass of s.

The energy per unit-mass of the individual species may be written as [67, 68]:

es =











etrs (Te), s = e,

etrs (Th) + e⋆s +∆hfs, s ∈ Sh,

(3)

where translational contribution is computed classically based on the principle of equipartition
of energy: etrs (T ) = 3/2(kbT/ms) [69]. The symbol ∆hfs denotes the absolute formation enthalpy
and accounts for both formation and excitation (when using a CR approach). The remaining
term, e⋆s, accounts for the energy of the thermalized internal degrees of freedom (e.g., rotation,



vibration) stored in the set G:

e⋆s = e⋆s(T̃1, . . . , T̃m) =
∑

g∈G

e⋆sg(T̃1, . . . , T̃m), s ∈ Sh, (4)

where T̃1, . . . , T̃m are the internal temperatures (e.g., vibrational, electronic) of the NLTE formu-
lation being considered (e.g., multi-temperature, grouping). To help elucidating the discussion
some specific forms of e⋆s are here given. For a conventional two-temperature formulation [70],
the expression of e⋆s for a diatomic molecule described by the rigid-rotor and harmonic oscillator
models is [71, 72]:

e⋆s(Tr, Tv) =
kb

ms
Tr +

kb

ms

θvs
[exp (θvs/Tv)− 1]

, s ∈ Sm, (5)

where Tr and Tv are, respectively, the rotational and vibrational temperatures, whereas θvs is the
characteristic vibrational temperature. On the other hand, for a rovibronic CR model, where
all bound states are treated as separate species, e⋆s is zero.

Collecting the above formulae, the energy per unit-mass of the plasma, free-electrons, and
the thermalized internal degrees of freedom may be written as:

e =
∑

s∈Sh

ys

[

etrs (Th) + ∆hfs

]

+
∑

g∈G

ẽg + ẽe, (6a)

ẽg =
∑

s∈Sh

yse
⋆
sg(T̃1, . . . , T̃m), g ∈ G, (6b)

ẽe = yee
tr
e (Te), (6c)

where the mass fractions are ys = ρs/ρ.

Transport The application of the CE solution method yields explicit expressions for trans-
port fluxes. In the first-order approximation, these fluxes are linearly related to gradients of
macroscopic quantities such as velocity and temperatures, the proportionality factors being the
so called transport properties or coefficients. The formulae for the latter are given by bracket

integrals which are practically evaluated using a Sonine-Laguerre polynomial expansion [57,58].
Here only the main results are quoted. The interested reader may consult the above references
on Kinetic Theory for the details. In what follows secondary effects such as thermal diffusion
are neglected. These are however available in the developed ICP framework.

As anticipated above, viscous stresses are given by Newton’s law:

τij = µ

(

∂ui
∂xj

+
∂uj
∂xi

−
2

3
δij

∂uk
∂xk

)

, (7)

where ui denotes the velocity component along the i-th direction, whereas δij stands for Kro-
necker’s delta. In the first Sonine-Laguerre approximation, the dynamic viscosity reads [58]:

µ =
∑

s∈Sh

zµsXs. (8)

The zµs are solution of the symmetric system:

∑

p∈Sh

Gµ
spz

µ
p = Xs, s ∈ Sh, (9)



where Gµ
sp = Gµ

ps are the entries of the viscosity transport matrix. Free-electrons do not con-
tribute to viscous stresses due to their small mass [60].

The diffusion velocities V i
s satisfy Stefan-Maxwell’s equations:

∑

p∈S

GV
peV

i
p − κe

Th

Te

Ei = − die
Th

Te

, (10a)

∑

p∈S

GV
psV

i
p − κsEi = − dis, s ∈ Sh, (10b)

where GV
sp = GV

ps are the entries of the symmetric Stefan-Maxwell matrix, whereas Ei is the i-th
component of the electric field. The latter accounts, in general, for both external sources and
charge distribution within the plasma (i.e., self-induced electric field). The κs are defined as
κs = (XsQs − ysQ)/kbTh, where the plasma charge is Q =

∑

s∈S XsQs, where Qs denotes the
charge of species s. The modified diffusion driving forces in Eqs. (10) are:

dis =
p

nkbTh

(

∂Xs

∂xi

)

+
Xs − ys
nkbTh

(

∂p

∂xi

)

, s ∈ S. (11)

It is worth mentioning that the dis are not independent since
∑

s∈S dis = 0, as shown by a direct
calculation. For ICP simulations, Eq. (11) may be simplified as follows. Since the pressure in
both chamber and torch is essentially constant, the second term on the right-hand-side may be
dropped. Further, if the differences between heavy-particle and free-electron temperatures are
not too large, the pressure becomes p ≃ nkbTh, which leads to dis ≃ ∂Xs/∂xi.

The diffusion velocities are found by solving Eqs. (10) along with mass conservation and
ambipolar diffusion constraints, which may be combined together as

∑

s∈S κsV
i
s = 0 [62]. The

solution of Eqs. (10) along with the previous relation yields both diffusion velocities and (am-
bipolar) electric field.

For a multi-component NLTE plasma, the total, internal, and free-electron heat-flux com-
ponents account for both heat conduction and mass diffusion, and read:

qi = − λh

(

∂Th

∂xi

)

+
∑

s∈Sh

J i
s

[

htrs (Th) + ∆hfs

]

+
∑

g∈G

q̃gi + qei , (12a)

q̃gi = − λ̃g

(

∂T̃g

∂xi

)

+
∑

s∈Sh

J i
s e

⋆
sg(T̃1, . . . , T̃m), g ∈ G (12b)

qei = − λe

(

∂Te

∂xi

)

+ J i
eh

tr
e (Te), (12c)

where the translation enthalpies and the mass diffusion fluxes are htrs (T ) = etrs (T )+kbT/ms and
J i
s = ρsV

i
s , respectively.

The translational conductivity of heavy-particles is evaluated in the second Sonine-Laguerre
approximation:

λh =
∑

s∈Sh

zλsXs, (13)

where, as for the viscosity, the zλs are solution of a linear symmetric system:

∑

p∈Sh

Gλ
spz

λ
p = Xs, s ∈ Sh, (14)



with Gλ
sp = Gλ

ps being the entries of the heavy thermal conductivity transport matrix [58]. For
free-electrons, a third-order Sonine approximation is instead considered [60, 62]:

λe =
75

64
kbX

2
e

√

2πkbTe

me

Λ22
ee

Λ11
eeΛ

22
ee − Λ12

eeΛ
21
ee

, (15)

where Λij
ee = Λji

ee are the entries of the electron subsystem transport matrix [21, 62]. The con-
tribution to thermal conductivity of the internal thermalized degrees of freedom, λ̃g, is modeled
by means of the generalized Eucken correction [58, 65].

The conduction current within the plasma is modeled based on Ohm’s law:

ji = σeEi, (16)

where the electrical conductivity is (second Sonine-Laguerre approximation) [62]:

σe =
3

8

X2
eQ

2
e

kbTe

√

2πkbTe

me

Λ11
ee

Λ00
eeΛ

11
ee − Λ01

eeΛ
10
ee

. (17)

Kinetics The NLTE kinetics scheme includes the rate processes below:

• dissociation by heavy-particle and electron impact,

• particle and charge exchange (e.g., Zel’dovich reactions),

• ionization and excitation by electron impact,

• associative ionization and dissociative recombination,

• elastic energy transfer in electron-heavy collisions.

Radiative processes such as line emission and absorption are not taken into account.
The mass and energy source terms due to kinetic processes follow, again, from the CE

method. Since a Maxwellian reaction regime is assumed, the source terms are obtained via
moments of the collision operator in the Boltzmann equation with the distribution function
taken as Maxwell-Boltzmann at the appropriate temperature [58, 59].

Governing equations Upon collecting the content of the above paragraphs, it is possible to
write down the governing equations for the NLTE plasmas treated in this work [17, 18, 73]:

∂U

∂t
+

∂Fj

∂xj
−

∂Dj

∂xj
= S. (18)

The vectors storing conservative variables, inviscid and diffusive fluxes, and source terms read:

U =
[

ρs ρui ρE ρẽg ρẽe
]T

, (19a)

Fi =
[

ρsui pδij + ρuiuj ρuiH ρuiẽg ρuiẽe
]T

, (19b)

Di =
[

−J i
s τji + fL

i τijuj − qi −q̃gi −qei
]T

, (19c)

S =
[

ωs 0 ΩJ Ω̃g Ω̃e +ΩJ − pe∂uk/∂xk
]T

, s ∈ S, g ∈ G, (19d)

where the total energy and enthalpy per unit-mass are E = e + uiui/2 and H = E + p/ρ,
respectively. The Lorentz force, fL

i , and the Joule heating, ΩJ, account for the interaction
between the plasma and the electromagnetic field (see Sec. 2.2), whereas the mass production



terms, ωs, and the energy transfer terms, Ω̃g and Ω̃e, represent the effects of kinetic processes
on the mass and energy balance of the plasma.

2.2 Electromagnetic field

The electromagnetic field inside an ICP facility is governed by Maxwell’s equations. To make
the problem tractable, the following assumptions are hereby introduced [11, 74, 75]:

• Low frequency approximation. The inductor frequency is much smaller than that of the
plasma (i.e., f ≪ fp), allowing to rule out both electrostatic and electromagnetic waves.

• The plasma is quasi-neutral, unmagnetized and collision dominated.

• Low magnetic Reynolds number (i.e., negligible Hall currents).

Frequency domain formulation In this work Maxwell’s equations are solved assuming a
harmonic time-dependence of all electromagnetic quantities:

E(r, t) = Ec(r) exp(ı ωt), (20)

where ı denotes the imaginary unit. In the above relation the subscript c denotes a phasor
(i.e., complex quantity) and ω = 2πf [11]. The use of Eq. (20) and a similar relation for
the magnetic induction in Maxwell’s equations along with the above assumptions, leads to the
following equation for the complex amplitude of the electric field:

∇×∇×Ec + ıµ0σωEc = −ıµ0ωJs, (21)

where µ0 is the permeability of free space. The electrical conductivity, σ, is the one of the
plasma (Eq. (17)) inside the torch, whereas it is assumed zero anywhere else. The vector Js

on the right-hand-side of the Eq. (21) is the current density of external sources (e.g., inductor
coils). Here Js is modeled by means of a N -point source model [74, 75]:

Js = J0

N
∑

i=1

δ(r− ri), (22)

where N is the number of coils, ri the location of the center of the i-th coil, whereas δ denotes
Dirac’s delta function. Following the work by Boulos [9], the current density in each coil, J0, is
updated to match a target value of the power dissipated by Joule heating:

Pt =

∫

ΩJdv. (23)

Once the electric field amplitude known, the magnetic induction may be retrieved via Fara-
day’s law allowing, in turn, to compute the Lorentz force and Joule heating in the fluid governing
equations (see Eq. (19d)). Since an ICP is designed to operate at frequencies of the order of
MHz, it is reasonable to assume that, on a macroscopic scale, the plasma effectively experiences
a time-averaged Lorentz force and Joule heating [11, 74, 75]:

〈

f
L
〉

=
1

2

(σ

ω

)

[Ec × (i∇×Ec)
∗] , (24a)

〈

ΩJ
〉

=
1

2
σEc ·E

∗
c , (24b)

where the ∗ superscript denotes the complex conjugate.



3 Computational framework

The multi-physics model for ICP wind tunnels is built by coupling three solvers responsible
for: (i) the plasma, (ii) the electromagnetic field, and (iii) the thermophysical properties of the
TPS sample. Compared to a monolithic approach, this strategy has certain advantages such as
reducing software complexity and maintenance work, and choosing the most suitable method
for each sub-problem. The main features of the three solvers are outlined below.

3.1 Solvers

Plasma The plasma solver is hegel (High-fidElity tool for maGnEto-gasdynamics simuLa-
tions), a parallel multi-block structured code for LTE/NLTE plasmas written in modern object
oriented Fortran 2008 [21, 76]. Distribution of data among processes is performed using MPI
along with the functionalities and data structures provided by the petsc library [77–79]. The
evaluation of thermodynamic and transport properties, and source terms is accomplished via
the plato (PLAsmas in Thermodynamic nOn-equilibrium) library [21].

The flow governing equations (19) are discretized in space based on the finite volume method
[80]:

Vijk

dÛijk

dt
+
∑

f∈Fijk

(

H̃
i
f − H̃

d
f

)

Af = Vijk Sijk, (25)

where Ûijk denotes the volume-averaged conservative variables of cell (i, j, k), with Vijk and
Af being, respectively, the corresponding volume and face areas (stored in the set Fijk). The
symbols H̃

i
f and H̃

d
f stand, respectively, for the inviscid and diffusive fluxes at face f .

Inviscid fluxes are evaluated using flux functions such as Roe’s approximate Riemann solver
[81] or the AUSM-family method [82] along with reconstruction procedures such as MUSCL
[83, 84] or WENO [85] to achieve high-order accuracy. Diffusive fluxes are evaluated using
Green-Gauss’ theorem to determine face-averaged gradients. The semi-discrete system (25) is
integrated in time via explicit, implicit or implicit-explicit (IMEX) methods [21].

Electromagnetic field The equation governing the spatial dependence of the electric field
amplitude (21) is solved using flux [22], a C++ mfem-based [86,87] mixed finite element solver
for time- and frequency-domain electromagnetics.

The discretization of Eq. (21) starts from its weak form assuming a conforming unstructured
finite element mesh composed of either tetrahedrons, hexahedrons or prisms [88]. For a general
three-dimensional field, the electric field amplitude is a 1-form and thus approximated as:

Ec(r) =

n
∑

i=1

eiW
1
i (r), (26)

where ei is the i-th degree of freedom, whereas W
1
i are 1-form basis functions. To obtain the

weak form, Eq. (21) is multiplied by a test function W
1
j , and integrated over the domain:

〈∇ ×W
1
i ,∇×W

1
j 〉+ ıωµ0〈σW

1
i ,W

1
j 〉 = −ıωµ0〈Js,W

1
j 〉. (27)

The large sparse linear system resulting from Eq. (27) is solved in mfem using the hypre

library [89].

Material sample The evolution of the thermophysical properties of the TPS sample is mod-
eled using pato [23], a C++ OpenFOAM-based [90] finite volume solver for porous media.



3.2 Multi-physics coupling

The coupling between hegel, flux and pato is realized in practice using the preCICE open
source library [24]. Figure 1 shows the data being exchanged between the solvers. For an ICP
simulation two types of coupling are to be considered.

• Surface coupling (material sample). Here hegel sends pato the normal projection of the
heat, momentum and mass diffusion fluxes, and receives the global blowing rate, mass
fractions and temperature. These quantities are used then to retrieve surface pressure,
density and velocity as in Refs. [91, 92].

• Volume coupling (torch). In this case flux receives from hegel the plasma electrical
conductivity, which is used to compute the electric field. Once this step completed, the
Lorentz force and Joule heating are evaluated and sent to hegel.

Figure 1: Solver coupling schematic.

4 Applications

This Section discusses applications of the ICP framework described in Sec. 3. Verification
benchmarks are first presented in Sec. 4.1. This is followed by applications to axi-symmetric
ICP configurations in Secs. 4.2 and 4.3.

4.1 Verification benchmarks

Conjugate heat transfer The first benchmark consists in solving the heat equation for a
homogeneous and isotropic medium on a square domain (see Figure 2), to test and verify the
communication of surface data. The box is partitioned in two and filled with air treated as a
calorically perfect gas. The thermal conductivity is constant and set to 0.0262W/mK, whereas
the box side length (L) is 0.02m.



The heat equation is solved using a stepwise initial temperature profile:

T (x, y, 0) =

{

Tl, x ∈ [0, L/2) and y ∈ [0, L],

Tr, x ∈ (L/2, L] and y ∈ [0, L],
(28)

with Tl and Tr set, respectively, to 300K and 500K. The left (x = 0) and right (x = L)
walls are isothermal with temperatures kept at Tl and Tr, respectively, whereas the upper and
lower walls are adiabatic. In light of the chosen initial and boundary conditions the problem is
one-dimensional and has a simple analytical solution (see App. A).

Figure 2: Conjugate heat transfer coupling benchmark: simulation settings.

(a) Temperature at t = 50ms (fluid domain).
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(b) Temperature history (solid domain).

Figure 3: Conjugate heat transfer coupling benchmark: in (a) temperature at t = 50ms (fluid
domain), in (b) time history of temperature in the solid domain.

In the current simulation hegel sends/receives heat flux/temperature to/from pato. In
both codes, the heat equation is evolved in time using Crank-Nicolson method [80]. The time-
step is set to ∆t = 0.5ms, and data are exchanged using implicit coupling. The results in Figure
3 show an excellent agreement between the computed temperature distribution and the exact
solution, confirming the correct implementation of surface coupling.



ICP torch with annular injection After assessing the correct exchange of surface data,
volume coupling is verified by simulating the two-dimensional axi-symmetric LTE flow without
swirl in a plasma torch with annular injection (see Figure 4). The working fluid is air. Both
geometry and reference solution are taken from Ref. [74].

Figure 4: Schematic of the ICP torch with annular injection.

The boundary conditions for the plasma are as follows:

• inlet (AB):

ρu =
ṁ

π
(

r2e − r2i
) ,

∂p

∂x
= 0, T = Tin, (29)

• centerline (DE):
∂ρ

∂r
=

∂u

∂r
=

∂p

∂r
= 0, v = 0, (30)

• walls (AF, EF and BC):
u = v = 0, T = Tw (31)

• exit (CD)
p = p∞. (32)

The mass flow (ṁ) and exit pressure (p∞) are 6 g/s and 5000Pa, respectively, whereas the wall
and inlet temperatures (Tw and Tin, respectively) are both set to 350K. The target dissipated
power (Pt) and the frequency (f) of the current running through the inductor are 50 kW and
0.45MHz, respectively.

Figure 6 shows hegel and flux grids. In the torch, where communication among the two
codes occurs, the nodes of both grids coincide. This is done for the purpose of higher accuracy.
However, this is not a mandatory requirement. As a matter of fact, non-matching grids can be
handled in preCICE [24] by means of radial basis functions or nearest-neighbour interpolation.
The electric field is assumed zero on both the centerline and the farfield region.

Since the modeling of the plasma formation transient is out of the scope of this work, the
calculation is started by imposing a high-temperature (e.g., Tmax ≃ 10 000K) LTE plasma blob
in the torch. After that, the fluid governing equations are marched in time using the backward
Euler method [80] along with local time-stepping to accelerate convergence to steady-state [93].
Exchange of data between hegel and flux is performed at the end of each fluid time-step via
explicit coupling. In the present case, data could be also exchanged every ten fluid time-steps
without affecting convergence and/or stability of the solution.

Figure 6a shows the computed axial velocity and temperature distributions. The streamlines
added on the top of the axial velocity field show the characteristic recirculation eddy resulting
from electromagnetic pumping [11, 12]. The temperature is maximum on the axis, with peak
values around 10 000K, as also shown in Figure 6 which compares the present results with



literature [74]. Overall the agreement is very good with minor differences probably due to the
use of a different database for thermodynamics (e.g., electronic levels) and transport collision
integrals. The radial temperature distribution is flat close to the axis as a result of neglecting
radiation losses [19], and undergoes a series inflexion points. These are consequent of local
maxima of the total thermal conductivity of air.

Figure 5: hegel and flux grids for ICP torch simulation. The area enclosed by the blue line
is the volume coupling region, whereas the red circles highlight the coil locations.

(a) Temperature and axial velocity fields.
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Figure 6: ICP torch with annular injection: in (a) temperature and axial velocity fields with
streamlines, in (b) comparison of radial temperature distribution (x = 0.265m) with literature
[74, 75] (LTE air plasma; ṁ = 6 g/s, f = 0.45MHz, Pt = 50 kW, p∞ = 5000Pa, Tw = 350K).



4.2 NLTE effects in a plasma torch

After verifying the implementation of surface and volume coupling, further applications are
considered. The first consists in repeating the LTE torch simulation of Sec. 4.1 to assess the
impact of non-equilibrium on quantities of interest (e.g., temperature).

Figure 7: ICP torch with annular injection: comparison between LTE temperature (top) and
NLTE heavy-particle temperature (bottom) distributions (LTE and NLTE air plasma; ṁ =
6g/s, f = 0.45MHz, Pt = 50 kW, p∞ = 5000Pa, Tw = 350K).

(a) Temperatures and Joule heating.
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(b) Radial temperature profile (x = 0.235m).

Figure 8: ICP torch with annular injection: in (a) vibronic and heavy-particle temperature,
and joule heating, in (b) comparison of radial temperature distribution (x = 0.235m) with
literature [74] (NLTE air plasma; ṁ = 6g/s, f = 0.45MHz, Pt = 50 kW, p∞ = 5000Pa,
Tw = 350K).



The air plasma is made of N2 and O2, and their main dissociation and ionization products:
S =

{

e−, N2, O2, NO, N, O,N2
+, O2

+, NO+, N+, O+
}

. Non-equilibrium effects are taken into
account based on the Park two-temperature model [70] along with Dunn and Kang reaction
kinetics scheme [73]. The rate controlling temperature of chemical reactions (e.g., dissociation,
exchange) are taken from Ref. [74] to verify the implementation of the NLTE-related classes
of hegel. It is important to mention that the NLTE model is built upon usage of the same
database (e.g., thermodynamics, transport) used for the LTE simulations. This ensures the
self-consistency of the LTE vs NLTE comparison.

Figure 7 shows the temperature distribution in the torch. Compared to the NLTE simulation,
the LTE calculation predicts larger temperatures and a smaller plasma volume [18]. Thermal
non-equilibrium effects in the discharge are significant in the zone where the Joule heating is
maximum (see Figure 8a). On other hand, at the torch exit, the plasma is essentially in thermal
equilibrium, though temperatures are significantly lower compared to the corresponding LTE
values. This is also evident from the radial profile in the midst of the torch reported in Figure
8b. As for the LTE simulation, the results are in good agreement with the reference solution.

4.3 ICP wind tunnel

After the study of LTE/NLTE plasma torch configurations, a fluid/electromagnetic/material
response coupled simulation of an ICP wind tunnel is now considered. The geometry corresponds
to that of the Plasmatron facility at the von Karman Institute for Fluid Dynamics (Belgium) [74].
The calculation assumes, again, axi-symmetric flow without swirl. The NLTE plasma model is
the same as that of Sec. 4.2 with the inclusion of C, CO and CO2 to account for pyrolysis within
the TPS sample. For the sake of simplicity, ablation and material recession are neglected.

The operating conditions are:

• p∞ = 5000Pa,

• ṁ = 16 g/s,

• Pt = 150 kW,

• f = 0.37MHz,

• Tw = 350K,

• TPS material: TACOT [94].

The solution of the coupled problem is computed as follows:

1. Obtain first a steady-state flowfield by coupling only hegel and flux as done in Sec. 4.2.

2. Restart the previous solution by including pato. hegel is still run using local time-
stepping to achieve steady-state, whereas pato is run in unsteady fashion using a time-
step of 0.1ms. This approximation, to be further investigated in future work, may be
justified based on the fact that the plasma dynamics and material response time-scales are
very different. The duration of the time window to exchange surface data is set to 10ms,
meaning that surface quantities are communicated every 100 fluid iterations. For volume
coupling, data are instead passed every 1000 iterations as the plasma discharge is little
affected by the material response.

Figure 9 shows the time-history of the plasma temperature, pressure inside the TPS sample,
and mole fraction of CO resulting from pyrolysis.



Figure 9: ICP wind tunnel simulation: time history of plasma temperature, pressure inside the
TPS sample and mole fraction of CO resulting from pyrolysis.

5 Conclusions and future work

This paper has presented and discussed the development of a multi-physics framework for in-
ductively coupled plasma (ICP) wind tunnels. As opposed to a monolithic approach, three
solvers responsible for the evolution of: (i) the plasma, (ii) the electromagnetic field, and (iii)



the thermophysical properties of the material sample, have been coupled using the preCICE

library. After assessing the correct implementation via verification benchmarks, the feasibility
of the proposed methodology has been demonstrated for two-dimensional axi-symmetric config-
urations.

Future work will focus on extending the developed framework to three-dimensional and
unsteady scenarios, inclusion of ablation and material recession, and model validation via com-
parison against experiments performed at the CHESS Plasmatron X facility .
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A Analytical solution for the conjugate heat transfer problem

The temperature solution for the conjugate heat transfer problem of Sec. 4.1 is given the sum
of the steady profile and a time-dependent term:

T (x, t) = T̃ (x) + T ⋆(x, t), (33)

where:

T̃ (x) = Tl + (Tr − Tl)
x

L
, (34)

T ⋆(x, t) =
2

π
(Tr − Tl)

+∞
∑
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, (35)

with the medium thermal diffusivity being α = λ/ρC.


