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Abstract: High-order methods are being recognized as powerful tools for handling scale-resolving
simulations over complex geometry. However, several obstacles still block their complete ap-
plications to practical engineering problems: a compromise between accuracy and efficiency on
mixed-curved meshes, inherent vulnerability to numerical oscillations, and lack of open-source high-
performance solvers for researchers. To address these issues, we present Deneb, an open-source
high-order accurate numerical solver that enables high-performance scale-resolving simulations on
PDE-based flow systems. Deneb uses the physical domain-based modal discontinuous Galerkin
(DG) method; thus, it can provide an arbitrary high-order accurate solution on mixed-curved
meshes and has the potential for handling polyhedral meshes as well. However, the DG method
becomes significantly expensive on high-order curved elements when using quadrature rules, block-
ing its applicability to practical engineering problems. To avoid this, the direct reconstruction
method (DRM) is applied to the DG volume and surface integrals to perform efficient numer-
ical integration on non-affine elements without accuracy loss. The resulting DRM-DG method
eliminates the severe cost of a quadrature-based approach on mixed-curved meshes. Deneb offers
explicit and implicit Runge–Kutta methods as well to achieve high-order accuracy in time. In
addition, Krylov subspace methods and preconditioners are available for high-performance linear
system solving in parallel. Deneb possesses a strong capability to resolve multi-physical shocks
without numerical instabilities with the aid of multi-dimensional limiting and artificial viscosity
methods. In particular, the hierarchical multi-dimensional limiting process enables efficient com-
putations of supersonic flows without time-step restriction. The current release of Deneb covers
the simulations of hypersonic equilibrium and magneto-hydrodynamic flows as well as compress-
ible Navier–Stokes equations, but it has the potential to solve any PDE-based multi-physical flow
systems. Several benchmark problems are presented to highlight Deneb’s capability to perform
scale-resolving and multi-physical flow simulations. A scalability test is also presented to verify
the scaling characteristics of Deneb for high-performance computing.

Keywords: Direct Reconstruction Method, Discontinuous Galerkin Method, Open-source Code,
Multi-physical Flows, High-performance Computing.

1 Introduction
Finite element-based high-order methods have been widely embraced and explored by the computational
fluid dynamics (CFD) community due to their unique features. Unlike high-order extensions in finite volume
methods (FVM) employing wide stencils, finite element-based high-order methods can achieve an arbitrary
high-order accuracy in smooth regions with compact stencils. This compactness makes the message passing
process more straightforward and preserves high scalability on large-scale parallel computations. Using
compact stencils is also beneficial for handling complex mesh systems flexibly. Combined with high-degree
curved elements, high-order methods can accurately resolve flow physics along a curved surface, even with
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coarse meshes. Furthermore, high-order methods are far more cost-effective than traditional second-order
FVM, making scale-resolving simulations practically feasible. A simple analysis shows that numerical error
decreases much faster than computational cost increases in higher-order methods. Finally, high-rank tensor
operations that are ubiquitous in high-order methods have a high level of arithmetic intensity, and high
performance on modern computing machines can be readily achieved.

During the last decade, there have been more efforts and progress than ever in developing high-order
methods and their industrial applications using scale-resolving simulations [1, 2, 3]. At the same time, a series
of International Workshop on High-Order CFD Methods have been held to establish well-defined benchmark
test suites and identify pacing items for further research [4]. Based on these foundations, high-order methods
provided several promising results in large-scale, high-fidelity simulations of viscous turbulent flows (e.g.,
[5, 6]). Although most studies were conducted by in-house solvers, developing open-source high-order CFD
solvers is also actively underway [7, 8, 9, 10]. PyFR [7] is an open-source Python-based framework for
solving advection–diffusion type problems based on the high-order energy-stable flux reconstruction method
[11, 12, 13]. Nektar++ [8, 10] is an open-source software framework for solving partial differential equations
using the high-order spectral/hp element method [14].

Despite such promising aspects, several obstacles still block the complete application of high-order meth-
ods to practical engineering problems [2, 4, 15]. First, developing a highly flexible, high-order numerical
algorithm for complex grid systems is necessary. The numerical algorithm must be efficient on mixed-curved
meshes without compromising high-order accuracy. In addition, due to the less diffusive nature of high-order
methods, they are very susceptible to producing non-physical oscillations near discontinuities. Thus, robust
and accurate shock-capturing methods are needed. Finally, open-source codes based on high-order methods
are relatively less accessible compared to finite volume methods. This lack of accessibility raises the entry
barrier and delays the widespread uptake of high-order methods in multi-physical engineering applications.
Besides, fast and reliable mesh generation techniques, robust mesh adaptation, and scalable iterative methods
to handle stiffness are also important issues.

The current paper presents Deneb, an open-source high-performance CFD solver based on the physical
domain-based modal discontinuous Galerkin (DG) method, to address the aforementioned issues. This
method can achieve the optimal order of accuracy with the optimal number of polynomial bases even on
non-affine elements [16, 17]. Thus, Deneb provides the optimal accuracy on mixed-curved meshes than the
solvers based on reference domain-based methods. The use of modal bases also enables further extensions
to polyhedral meshes. However, the physical domain-based modal DG method suffers a substantially high
computational cost when using quadrature rules on mixed-curved elements where mapping functions are
high-degree polynomials [18]. To overcome this issue, the direct reconstruction method (DRM) [19, 20,
21] is developed and applied to the DG method for efficient numerical integration of the DG residual on
mixed-curved elements without compromising accuracy. Deneb employs both artificial viscosity and limiting
methods to suppress unwanted numerical oscillations near flow discontinuities. In particular, the hierarchical
multi-dimensional limiting process (hMLP and hMLP_BD) [22, 23, 24, 25] enables efficient and robust
computations of high-speed compressible flow simulations without time-step restriction. Like most open-
source CFD solvers, the numerical methods adopted in Deneb are also applicable to any PDE-based flow
system. The current release of Deneb supports hypersonic equilibrium and magneto-hydrodynamic flow
simulations, which are not available in other open-source higher-order CFD solvers. Finally, we summarize
Deneb’s key features as follows:

• Arbitrary high-order accuracy on hybrid meshes with all types of mixed-curved elements in two and
three dimensions;

• Various high-order explicit and implicit time-stepping methods with a range of preconditioned Krylov
subspace methods;

• Shock-capturing with both artificial viscosity and multi-dimensional limiting methods that enable flow
simulation containing multi-physical shock waves;

• High-performance scale-resolving simulation of viscous turbulent flows;

• Multi-physical flow simulation of hypersonic equilibrium and magneto-hydrodynamic systems;
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• Efficient parallel computing showing strong scaling up to 2,000 cores and weak scaling up to 15,000
cores on the KISTI NURION supercomputer;

• Support for Linux and Windows operating systems.

The present paper is organized as follows: The high-order DRM-DG and various time-stepping methods
are presented in Sec. 2. Shock-capturing methods are also described in the same section. Governing systems
supported by the current release of Deneb are provided in Sec. 3. Selected benchmark tests demonstrating
Deneb’s simulation capability are illustrated in Sec. 4. Finally, conclusions are presented in Sec. 5.

2 Numerical Methods

2.1 Discontinuous Galerkin Spatial Discretization
We apply the high-order DG method to a hyperbolic-type system of equations given by

∂q

∂t
+

d∑
i=1

∂

∂xi
f i(q,∇q) = v(q,∇q),

t ∈ [0,∞), x ∈ Ω ⊂ Rd,

(1)

where q =
[
q1, · · · , qs

]T is a vector of state variables, f i =
[
f i,1, · · · , f i,s

]T is a xi-directional flux vector,
and v =

[
v1, · · · , vs

]T is a source vector. The spatial domain Ω is partitioned into Nelem non-overlapping
polyhedral elements as Ω = ∪Nelem

i=1 Di. Let ∂DB
i = ∂Di∩∂Ω and ∂DI

i = ∂Di \∂DB
i . Thus, physical boundary

conditions are applied to ∂DB
i while numerical fluxes are to be evaluated along ∂DI

i .
Since the DG discretization is applied elementwise, the element index is omitted for brevity. For the

kth-order approximation (DG-Pk), we assume the following form of numerical solution

q(t,x) ≈ qh =
(
Is ⊗ φT

)
q̃, (2)

where φ =
[
φ1, · · · , φb

]T is a set of polynomial bases for the kth-degree polynomial space Pk(D), Is is a
s-by-s identity matrix, q̃ is a vector of modal coefficients of the solution defined by

q̃ =
[
q1,1, · · · , q1,b, · · · , qs,1, · · · , qs,b

]T
, (3)

i.e, qi =
∑b
j=1 q

i,jφj . Here, ⊗ is the Kronecker product, and b = dimPk(D) =k+d Cd.
We use polynomials in physical coordinates for φ due to their distinctive properties: they can handle

polyhedral meshes and even meshes with arbitrarily shaped elements (e.g., [26, 18]); in addition, they can
achieve the formal order of accuracy with the optimal number of polynomial bases on non-affine elements,
such as mixed-curved elements. On the contrary, methods based on reference domain bases fail to achieve the
designed order of accuracy on non-affine elements unless a solution space is enlarged, resulting in considerable
computational costs [16, 17]. It is noted that keeping the same number of bases for all elements is beneficial
to well-balanced memory partitioning and fast memory access. We employ orthonormal polynomials due to
the computational benefit of the diagonal mass matrix. The orthonormal polynomial bases can be obtained
from a set of prescribed monomials using the modified Gram–Schmidt process. The detailed algorithm can
be found in [19].

The auxiliary variables, θ, are introduced to evaluate the gradient of the state vector as

θj =
∂qh

∂xj
+
∑
e∈∂D

r−e,j , θ±e,j =
∂qh±

∂xj
+ r±e,j ∀e ∈ ∂D, (4)
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where r±e,j ’s are from the following lifting operator:∫
D

r±e,j ⊗ φ
±dV = ∓

∫
e

nj(q̂− qh±)⊗ φ±dA. (5)

Here, values with plus or minus symbol mean that they are calculated from a neighbor or owner element,
respectively, and n = [n1, · · · , nd]T is a normal vector at e directing from the owner to neighbor element.
We omit the minus symbol for brevity if it does not cause any confusion in the context. Following the BR2
approach [27], q̂ becomes a central value of qh± when e ∈ ∂DI. For e ∈ ∂DB, proper boundary conditions
(q̂ = q̂B) are applied. Being analogous to Eq. (2), let r̃±e,j be a vector of modal coefficients of r±e,j satisfying
r±e,j = (I⊗ φ±T )r̃±e,j .

Multiplying the orthonormal polynomial bases to Eq. (1) and integrating it over D, the following weak
formulation is obtained:∫

D

∂qh

∂t
⊗ φdV = −

∑
e∈∂DI

∫
e

F̂ · n⊗ φdA︸ ︷︷ ︸
= RI

e

−
∑
e∈∂DB

∫
e

F̂B · n⊗ φdA︸ ︷︷ ︸
= RB

e

+
∑d
i=1

∫
D

Fi ⊗ ∂φ

∂xi
dV︸ ︷︷ ︸

= Rf
i

+

∫
D

V ⊗ φdV︸ ︷︷ ︸
= Rv

= −R, (6)

where F̂ = F̂(qh±,θ±e,j ;n) is a numerical flux, F̂B = F̂B(qh,θe,j ;n) is a boundary flux, Fi = f i(qh,θj), and
V = v(qh,θj). The left hand side of Eq. (6) is simplified as∫

D

∂qh

∂t
⊗ φdV = Is ⊗

(∫
D

φT ⊗ φdV
)
dq̃

dt
=
dq̃

dt
(7)

owing to the orthonormality of φ.

2.2 Time Marching Schemes
Gathering the weak formulation of Eq. (6) for all elements results in the following system of time-dependent
nonlinear ordinary differential equations:

dq̄

dt
= −R̄(q̄), (8)

where q̄ is an appropriate gathering of q̃. The numerical solution is then advanced in time for unsteady
simulation by a high-order explicit or implicit multi-stage Runge-Kutta (R-K) method. For an explicit case,
we use a family of strong-stability-preserving R-K (SSPRK) methods given by

ūi = −R̄

tn + αi∆t, q̄
n +

i−1∑
j=1

aijūj

 , i = 1, · · · , s,

q̄n+1 = q̄n +

s∑
j=1

mjūj ,

(9)

where the coefficients (αi, aij ,mj) are given in [28, 29]. The time-step ∆t is the minimum value of local
time-steps ∆ti computed by

∆ti = σCFL ×

 d∑
j=1

λj,c
hj

+
λj,v
h2
j

−1

, hj = (2k + 1)
|Di|
Di,j

, (10)
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where |Di| is the volume of Di and |Di,j | is the projected area of Di on the plane orthogonal to xj-axis. λj,c
and λj,v represent the maximum eigenvalue of convective and viscous fluxes along xj-axis, respectively. The
CFL number, σCFL, is usually set to 0.9 for explicit simulations.

For implicit simulation, a family of Rosenbrock-type R-K methods given by

(
I

∆tγii
+ J

)
ūi = −R̄

tn + αi∆t, q̄
n +

i−1∑
j=1

aijūj


+

i−1∑
j=1

( cij
∆t

ūj

)
+ γi∆t

∂R̄

∂t
(tn, q̄n) , i = 1, · · · , s,

q̄n+1 = q̄n +

s∑
j=1

mjūj ,

(11)

is employed due to computational efficiency [30, 31]. Here, J = ∂R̄/∂q̄ is the system Jacobian matrix. The
coefficients of A-stable and L-stable Rosenbrock-type methods are well tabulated in [32, 33].

For steady simulation, Eq. (8) is solved with the implicit backward Euler method until R̄(q̄) becomes
sufficiently small. Applying the pseudo-transient continuation (PTC) and Jacobian linearization, we have(

I

∆τ
+ J

)
∆q̄ = −R̄(q̄n),

q̄n+1 = q̄n + ∆q̄,

(12)

where ∆τ is a pseudo local time-step of each cell.

2.3 Direct Reconstruction Method
Computational efficiency and numerical accuracy of the DG method directly depend on how the residual R
and the system Jacobian matrix J are treated. It is impractical or even impossible to analytically calculate
R and ∂R/∂q̃ due to the non-linearity of the flux functions. Thus, they are approximately computed using
numerical integration.

Applying quadrature rules is the simplest way to perform the numerical integration. In the quadrature-
based approach, the domain of integral needs to be transformed into the reference domain on which quadra-
ture rules are defined. However, this leads to enormous computational costs and memory overhead when the
integral function is defined on a curved element. This is because a mapping function to the reference domain
makes the degree of the transformed integrand very high. In this case, computational costs scale as (kNT)d

for volume integral functions [19], where NT is the degree of the mapping function. Thus, computational
costs become even more severe in three dimensions.

DRM was proposed in a quadrature-free manner to overcome the severe computational costs of the
quadrature-based approach [19, 20, 21]. The basic idea of DRM is to approximate flux functions by nodal
reconstruction. This conceptually results in a hybrid approach combining modal and nodal methods; the
numerical solution and flux functions are approximated by modal and nodal bases, respectively. Nodal
expansion of flux functions is computed using generalized reconstruction, which corresponds to a general
extension of interpolation. In DRM, the nonlinear mapping is avoided by directly applying the nodal recon-
struction in the physical domain. Thus, it requires much fewer points than the quadrature-based approach,
resulting in a considerable saving in computational costs.

Here, the basic formulation of DRM is briefly described. Assume that Fi in Eq. (6) is contained in a
finite-dimensional polynomial space S(D), and let ϕ = {ϕ(1), · · · , ϕ(ds)} denote a set of bases of S(D) with
ds = dimS(D). Note that ds does not mean the spatial dimension of D. Consider a set of p (≥ ds) points
X = {x1, · · · ,xp} ⊂ D such that the generalized Vandermonde matrix

V =
(
ϕ(i)(xj)

)
ij
∈ Rds×p (13)
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becomes full rank, i.e., Rank(V) = ds. Then it can be shown that

Fi =

p∑
m=1

Fim`
m, (14)

where Fim = Fi|x=xm
, L = [`1, · · · , `p]T = Vgϕ, and Vg is the generalized inverse matrix of V (i.e.,

V = VVgV). Eq. (14) is called the generalized reconstruction of Fi since it becomes interpolation when
ds = p. Note that `i(xj) 6= δij in general when p > ds. In DRM, Rf

i in Eq. (6) is computed using Eq. (14)
as

Rf
i =

p∑
m=1

Fim ⊗
∫
D

`m
∂φ

∂xi
dV . (15)

Similarly, we have
∂Rf

i

∂q̃±
=

p∑
m=1

∂Fim
∂q̃±

⊗
∫
D

`m
∂φ

∂xi
dV . (16)

In DRM, the generalized reconstruction is irrelevant to the mapping function degree, NT. Thus, compu-
tational costs scale as kd, which is significantly less than the quadrature-based approach. Other residual
terms such as RI

e can be computed similarly by defining X on e for surface integral functions [20]. Each
flux function may have a different approximation space S(D) and reconstruction nodes X. Thus, S(D) and
X can be chosen flexibly according a user’s preference. The approximation space and reconstruction nodes
for each element type (i.e., triangle, quadrilateral, tetrahedron, hexahedron, prism, pyramid) used in Deneb
are provided in [33] in detail.

2.4 Shock-capturing Methods
High-order methods are prone to generate spurious oscillations near flow discontinuities unless numerical
dissipations are carefully managed. Spurious oscillations trigger numerical instabilities that lead to accuracy
degradation, incorrect flow physics, and even failure of computations by non-physical flow data (e.g., negative
pressure). Deneb adopts both artificial viscosity and limiting (hMLP and hMLP_BD) methods to suppress
unwanted numerical oscillations.

In the artificial viscosity method, a dissipation term is added to the governing equations to stabilize
the numerical solution. There have been many studies (e.g., [34, 35, 36, 37]) depending on how to control
the amount of the dissipation term. In Deneb, a Laplacian form of dissipation (ε∇2q) is adopted and the
amount of artificial viscosity is controlled by [34]

ε =


0 if se < s0 − κ,
ε0
2

(
1 + sin π(se−s0)

2κ

)
if s0 − κ ≤ se < s0 + κ,

ε0 otherwise,

, se = log10

∫
D

(
qh −Πk−1qh

)2
dV∫

D
qh

2
dV

, (17)

where Πm is a projection operator onto mth-degree polynomial space. We follow the details in [35] for
computing ε0.

While artificial viscosity methods suffer time-step restriction due to the increase of viscous spectral radii,
limiting methods have no such effect. Thus, they enable efficient supersonic flow computations. Deneb
employs hMLP methods [22, 23, 24, 25]. In hMLP methods, troubled-cells are firstly detected by applying
the P1 -projected MLP condition at each vertex v ∈ D:

qmin
v ≤ Π1qh(xv) ≤ qmax

v , (18)

where qh(xv) is a solution on D evaluated at the vertex v, and qmin
v and qmax

v denote the minimum and
maximum of cell-average values among the cells sharing the vertex v, respectively. Solutions that violate
Eq. (18) are considered troubled-cells containing discontinuities. Secondly, after imposing the P1 -projected
MLP condition, the smooth extrema detector is applied to preserve solution accuracy at smooth extrema.
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In the smooth extrema detector, the numerical solution is decomposed into three parts:

qh(xv) = q +
(
Π1qh(xv)− q

)︸ ︷︷ ︸
Pk-projected slope

+
(
qh(xv)−Π1qh(xv)

)︸ ︷︷ ︸
P1-filtered Pk

. (19)

Then, the following conditions are applied to detect local smooth extrema:

C1. If there is a local maximum near the vertex v,

Pk-projected slope > 0, P1-filtered Pk < 0, qh(xv) > qmin
v , (20a)

C2. If there is a local minimum near the vertex v,

Pk-projected slope < 0, P1-filtered Pk > 0, qh(xv) < qmax
v . (20b)

The MLP slope limiter is then applied to the cells violating Eqs. (18) and (20). We refer [22] for the detailed
procedure.

The recent study [25] shows that the hMLP limiter [22] has two shortcomings: accuracy loss on mixed
meshes and occurrence of subcell oscillations. The hMLP_BD limiter was developed to resolve these issues
by introducing simplex decomposition and the troubled-boundary detector. hMLP_BD captures flow dis-
continuities without subcell oscillations on mixed meshes while preserving accuracy at smooth region. The
detailed procedure is provided in [25].

3 Governing Systems

3.1 Compressible Navier–Stokes Equations
The system of compressible Navier–Stokes (N–S) equations is used to simulate laminar or turbulent flow
simulation with the implicit LES (ILES) approach. It is given by

q =

 ρ
ρuj

ρE

 , f i =

 ρui

ρuiuj + pδij − τij
ui(ρE + p)−

∑d
m=1 τimu

m +Qi

 ,v = 0, i, j ∈ {1, · · · , d} (21)

in a vector form, where ρ, uj , E denote the density, velocity, and specific total energy, respectively. The
viscous stress tensor and heat flux rate are

τij = µ

(
∂ui

∂xj
+
∂uj

∂xi
− 2

3

d∑
m=1

∂um

∂xm

)
, Qi = −κ ∂T

∂xi
, (22)

where µ, κ, T denote the viscosity, thermal conductivity, and temperature, respectively. For a calorically
perfect ideal gas, the pressure is computed by

p = (γ − 1) ρe, e = E − 1

2

d∑
m=1

umum, (23)

where γ = 1.4 is the heat capacity ratio. The maximum eigenvalues of the convective and viscous terms in
the flux along xi-axis are given by

λi,c = ui + a, λi,v =
µ

ρ
max(

4

3
,
γ

Pr
), (24)

where a and Pr denote the speed of sound and Prandtl number, respectively. The inviscid Euler equations
are achieved by neglecting the effects of viscosity and heat conductivity from Eq. (21).
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3.2 Hypersonic Equilibrium Flow
When the flight speed becomes high enough, the air behind a shock becomes high temperature and physical
properties change due to chemical reactions, such as dissociation and ionization. Accurate modelling of phys-
ical properties is crucial for predicting aerothermodynamic loads on hypersonic vehicles. In thermochemical
equilibrium, thermodynamic and transport properties of air become a function of two thermodynamic state
variables. Curve-fit models have been widely used for computational efficiency [38, 39, 40].

The previous curve-fit models are based on piecewise polynomials and have several drawbacks: lack of
accuracy, smoothness, diversity in property models, and extendability to a new dataset. IDEA [41, 42] was
recently proposed based on artificial neural networks to overcome these limitations. IDEA provides more
accurate, globally continuous, diverse, and trainable property models. Deneb uses IDEA to realize hypersonic
flow simulations. The governing equations are identical to Eqs. (21) and (22), and unknown variables are
determined by IDEA’s property models:

p, µ, κ, T = fIDEA(ρ, e), e = E − 1

2

d∑
m=1

umum. (25)

3.3 Magneto-hydrodynamic Flow
We consider the non-relativistic compressible ideal magneto-hydrodynamic (MHD) flows. Starting with the
inviscid Euler equations, the Lorentz force and magnetic field evolution equations are added to the system.
The eight-wave MHD system [43, 44] is adopted as a baseline. Although it has a non-zero source term that
makes the system non-conservative, it also makes the system Galilean invariant [45] and symmetrizable [46]
and helps to convect the non-zero magnetic divergence out of the domain. Note that the system has zero
eigenvalues without the source term.

Since the eight-wave system has no mechanism to remove the non-zero magnetic divergence in a stagnation
region, we additionally adopt the generalized Lagrange multiplier (GLM) approach to realize a divergence-
free magnetic field [47, 48, 44, 49]. In the current study, we apply the following GLM-MHD system:

q =


ρ
ρuj

ρE + ‖B‖2 /2 + ψ2/2
Bj

ψ

 , f i =


ρui

ρuiuj −BiBj +
(
p+ ‖B‖2 /2

)
δij

ui(ρE + p+ ‖B‖2)−Bi
∑d
m=1 u

mBm + chψB
i

uiBj − ujBi + chψδij
chB

i

 ,

v = −∇ ·B


0
Bj∑d

m=1 u
mBm

uj

0

− (∇ψ · u + αψ)


0
0
ψ
0
1

 , i, j ∈ {1, · · · , d},

(26)

where B = [B1, · · · , Bd]T is a magnetic field and ψ is a mixed hyperbolic-parabolic ansatz with α = 2. The
hyperbolic propagation speed ch is chosen to be

ch = λmax − umax,Ω, (27)

where λmax is the maximum eigenvalue of the system and umax,Ω is the maximum flow speed in the domain
[44].

4 Highlights on Numerical Simulations

4.1 High-order Accuracy
The high-order accuracy of Deneb in space and time is verified by the method of manufactured solution
(MMS). The compressible Navier–Stokes equations in two dimensions are simulated on a box domain with
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(a) Spatial accuracy (b) Temporal accuracy

Figure 1: Refinement study of the MMS problem on regular Cartesian meshes; Error were measured at
t = 1.0.

periodic boundary conditions. The governing system is modified to have an analytic spatiotemporal solution
by adding a manufactured source term [50]. The flow parameters are (Re, Ma) = (600, 0.15). We tested
various approximation orders of the DRM-DG method and implicit Rosenbrock-type R–K methods. Fig. 1
shows the results of the refinement study with the expected high-order accuracy of Deneb.

4.2 Complex Shock Flow Simulations
Two benchmark problems are presented to evaluate Deneb’s capability to perform complex shock flow sim-
ulations. Both problems are governed by the Euler equations. The first benchmark is a strong vortex–shock
wave interaction problem1 [51]. This test aims to assess the performance of Deneb on complex flow arising
from the interaction between a strong vortex and a shock wave. A strong vortex characterized by Mav = 0.9
penetrates a standing shock with Mas = 1.5, leading to complex shock pattern and vortex splitting. We
use DRM-DG-P2 and TVDRK methods. The mesh consists of 3.6 × 105 triangles in the computational
domain of [0, 2]× [0, 1]. Fig. 2 compares the results computed by each shock-capturing method implemented
in Deneb. All three results successfully resolve key flow features, such as vortex splitting. The artificial
viscosity method offers very sharp shock-capturing but produces some non-physical shock waves originating
from the standing shock wave. Both artificial viscosity and hMLP methods produce negative flow variables,
suffering a stability issue. For example, we observed that numerical solutions blow up on the Cartesian
meshes with a similar resolution even though we adopted a scaling technique [52]. In artificial viscosity,
numerical solutions were very sensitive to the tunable parameters, such as Pe, κ in [35]. On the contrary,
hMLP_BD provides slightly more diffusive results, but they have no negative values and are robust to the
mesh type. The hMLP_BD provides the fastest computation. For example, hMLP_BD is 3.6× faster than
artificial viscosity.

The second benchmark is a shock–wedge interaction problem, also known as Schardin’s problem [53]. A
moving shock with Ma = 1.34 passes through a 30◦ wedge and generates complex flow structures, such as a
slip layer with the Kelvin–Helmholtz instability, diverging acoustics, and a series of shock interactions over
a long time scale. We use DRM-DG-P3 and SSPRK methods. The mesh is irregular mixed and consists of
about one million elements. Fig. 3 shows both computed and experimental [54] Schlieren results, confirming
that hMLP and hMLP_BD accurately capture complex flow patterns. In particular, the series of vortices

1This was one of the benchmark problems in the Fifth International Workshop on High-Order CFD Method (2018) and the
High Fidelity CFD Workshop (2022).
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(a) Artificial viscosity (Pe = 2, κ = 4)

(b) hMLP

(c) hMLP_BD

Figure 2: Numerical Schlieren view of the strong vortex–shock wave interaction problem at t = 0.7
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(a) Computed result at t = 3.25 (b) Experimental result

Figure 3: Computed and experimental results of the shock–wedge interaction problem

along the slip layer behind the wedge show a good agreement with the experiment. The result computed by
hMLP contains small-scale wiggles over the entire computational domain from subcell oscillations created
by the incoming shock. Subcell oscillations eventually produce negative flow variables, causing a stability
problem. In the case of hMLP_BD, subcell oscillations across the shock wave are effectively removed and
the downstream flow field is not compromised by numerical wiggles.

4.3 Scale-resolving Flow Simulations
Two challenging turbulent flow problems are presented to highlight Deneb’s capability to perform scale-
resolving simulations. Scale-modeled simulations, such as RANS, hardly capture the flow physics of this
class of problems. The benefits of the DRM-DG method are also verified by comparing the computational
costs with the quadrature-based method.

First, ILES is carried out for the transitional flow over the SD7003 airfoil at (Rec, Ma) = (6× 104, 0.1)
and an incidence angle of 4◦. The flow is initially laminar and attached on the leading edge suction side
but separated soon to develop roll-up vortices and their break-down. The transition to turbulence occurs
in the detached shear layer, and it is reattached to the airfoil, producing a laminar separation bubble. The
computational domain consists of P3 -curved hexahedral and prism meshes with 35,730 elements. RODAS5
is used for time marching with a constant time-step of ∆t = 0.001. As shown in Fig. 4, Deneb resolves multi-
scale turbulent eddies and the laminar separation bubble. Although not presented here, spectral analyses in
the time domain confirm that the resolved eddies follow the Kolmogorov −5/3 spectrum of turbulent energy
cascade. The surface force coefficients are compared with previous studies [55, 56, 57, 58] in Fig. 5, showing
that the current results are close to the DNS data [55]. It is noted that the RANS result failed to predict
the skin friction after the flow is reattached.

The amounts of floating-point operations and computer memory are compared with the quadrature-based
method in Tab. 1. DRM-DG requires approximately 30× less floating-point operations and 5.5× smaller
memory usage. The elapsed time is also measured and compared in Tab. 2. These results confirm again the
computational efficiency of DRM-DG compared to the quadrature-based method.

Second, ILES is carried out to the separated flow over a 3.5D tangent-ogive forebody at (ReD, Ma) =
(8×105, 0.25) and the incident angle of 40◦. In this flow condition, steady asymmetric vortices are generated
around the nose, leading to a significant side force, even though the target geometry is axisymmetric. RANS
computations have usually failed to capture the flow asymmetry without geometry perturbation and produced
non-physical flow features by over-predicting the turbulent viscosity in massively separated vortical flow
[59, 60, 61, 62, 63]. The forebody base is extended by 3.5D to make a cylindrical afterbody in the simulation.
The mesh consists of 219,436 P2 -curved elements containing all types of mixed elements; tetrahedrons,
hexahedrons, prisms, and pyramids. The artificial viscosity [34] is applied adaptively to stabilize an aliasing-
driven instability. We use DRM-DG-P2 and RODAS3 methods with ∆t = 0.005. Fig. 6 illustrates both
instantaneous and averaged pressure distributions at the ogive surface, confirming the asymmetry of pressure
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(a) Instantaneous field (iso-surface by Q-criterion)

(b) Mean stream-wise velocity

(c) Mean turbulent kinetic energy

Figure 4: Both instantaneous and averaged flow fields around the SD7003 airfoil computed by DRM-DG-P4
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(a) Pressure coefficient (b) Friction coefficient

Figure 5: Pressure and friction coefficients at the surface of the SD7003 airfoil

Table 1: The number of floating-point operations and memory required to solve the SD7003 airfoil problem

Operation counts (Gflop) Memory (GiB)
System matrix Residual Tensor coefficients System matrix

DG-P3 DRM 2.5× 103 1.8× 101 8.2 1.8× 101

Quadrature 7.7× 104 2.8× 102 1.3× 102 1.8× 101

DG-P4 DRM 1.2× 104 4.9× 101 2.3× 101 5.4× 101

Quadrature 3.8× 105 8.4× 102 4.0× 102 5.4× 101

Table 2: The elapsed time of DRM-DG and quadrature-based methods; The computing machine consists of
15 nodes; 30 Intel Xeon E5-2650 v4 CPUs, 360 cores in total.

Elapsed time relative to DRM-DG-P3 †
Total System matrix GMRES Others

DG-P3 DRM 1.00† 0.29 0.69 0.02
Quadrature‡ 7.80 6.88 0.74 0.18

DG-P4 DRM 3.98 1.32 2.62 0.04
Quadrature‡ 24.12 20.49 2.89 0.74

‡ It should be noted that DRM was still used for the surface integration in the case of the quadrature-based
method, i.e., a quadrature rule is used only for the volume integration only.

distribution. In Fig. 7, steady asymmetric vortices are clearly observed near the nose, leading to the non-
zero side force. The forebody has normal and side force coefficients of Cn = 1.3035 and Cs = −0.3163,
respectively, which are consistent with the experimental data in [64]. Fig. 8 compares surface pressure
coefficients at several locations on the forebody with the previous studies [65, 60]. The RANS result failed
to resolve the flow asymmetry without a small asymmetric bump near the forebody apex, while the current
ILES successfully captures the flow asymmetry. The current results are much more consistent with the
experimental data, confirming Deneb’s capability in scale-resolving simulations.
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(a) Instantaneous contour (b) Mean contour

Figure 6: Surface pressure distribution of the tangent-ogive forebody

Figure 7: Steady asymmetric vorties around the tangent-ogive forebody (averaged flow field)
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(a) x = 0.5D (b) x = 2.0D

(c) x = 3.5D

Figure 8: Pressure coefficients of the tangent-ogive cylinder
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(a) x-direction velocity (b) Pressure

Figure 9: Solution of the hypersonic leading edge problem with a 280× 44 P2 -curved quadrilateral mesh on
the symmetrical plane

4.4 Multi-physical Flow Simulations
Several benchmark problems are presented to highlight Deneb’s capability to solve compressible multi-
physical flow systems—hypersonic equilibrium and MHD flows. hMLP_BD is used to capture flow dis-
continuities, and TVDRK is adopted for time integration. The first benchmark is a hypersonic laminar
flow past a 1.5 inch-radius cylindrical leading edge with Ma = 16.34 [66, 67]. The flow conditions are
(p, T )∞ = (82.944 Pa, 52.183 K), which corresponds to ReD ≈ 2.5 × 105, and the wall is isothermal with
Twall = 294.4 K. Fig. 9 presents the velocity and pressure contours, showing that both strong shock and
boundary layer are well resolved. Fig. 10 compares the surface pressure and heat transfer rate with previous
studies [68, 66, 69]. One more benchmark for hypersonic equilibrium flow is presented. A half-meter diam-
eter sphere flies at the speed of 3.048 km/s at an altitude of 76.2km [70]. The free stream conditions are
(ρ, p, T )∞ =

(
3.993× 10−5 kg/m3, 2.089 Pa, 182.333 K

)
, corresponding to Ma = 11.26 and ReD = 4976.

The wall is isothermal with Twall = 1000 K. Fig. 11 shows the velocity and pressure contours with a strong
bow shock. The computed results are also consistent with previous studies [70, 71]2, as shown in Fig. 12.

Orszag–Tang MHD vortex [72] is simulated to evaluate the performance of Deneb in resolving MHD
turbulence. A 350×350 Cartesian mesh is used on the computational domain of [0, 1]2 with periodic boundary
conditions. While the initial flow is smooth, complex flow structures are gradually developed, such as shock–
shock interaction and magnetic reconnection, which eventually lead to compressible turbulence, as shown in
Fig. 13. The present results are compared with previous studies [49, 73] in Fig. 14, confirming that Deneb
successfully resolves complex MHD flow physics. One more benchmark problem for MHD flow is presented.
The MHD rotor problem [74] is closely related to the magnetic braking mechanism of a rotating interstellar
cloud during star formation [75]. Initially, a dense spinning fluid body, corresponding to a protocluster cloud
having high angular momentum, is surrounded by sparse stationary gas, representing a rarefied interstellar
medium, under a constant perpendicular magnetic field. As shown in Fig. 15, the interaction between the
rotating fluid and the magnetic field generates strong torsional Alfvén waves propagating outward and the

2The data of [71] are extracted from [70].
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(a) Pressure (b) Heat transfer rate

Figure 10: Surface pressure and heat transfer rate of the hypersonic leading edge problem

(a) x-direction velocity (b) Pressure

Figure 11: Solution of the hypersonic sphere problem with a 60, 000 P2 -curved hexahedral mesh on the full
domain
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(a) Pressure (b) Temperature

Figure 12: Pressure profile along the surface and temperature profiles along the wall normal lines of the
hypersonic sphere problem

loss of angular momentum. The current result is compared with previous studies [76, 49] in Fig. 16. It
verifies again that Deneb captures shock locations without non-monotonic oscillations and resolves detonation
physics governed by the MHD equations.

4.5 Scalability
The scalability characteristic of Deneb is evaluated on the Nurion supercomputer3 operated by the Korea
Institute of Science and Technology Information (KISTI). Nurion consists of computing nodes connected
by Omni-Path interconnect networks, and each node has one Intel Xeon Phi 7250 CPU. The compressible
Navier–Stokes system in three dimensions is solved by the DRM-DG method. All runs are performed on the
fixed box domain [0, 1]

3 with periodic boundary conditions. For simplicity, solutions are computed for two
hundred time-steps by the SSPRK method, and then computational cost is measured.

Two metrics are used to evaluate the scalability performance. The strong scaling represents how com-
putational cost varies with the number of cores Nproc for fixed total workloads, and ideally, computational
cost scales as 1/Nproc. In the strong scalability test, we fix the number of elements as Nelem = 2.88 × 105

for DRM-DG-P3, Nelem = 1.01 × 105 for DRM-DG-P4, and Nelem = 4.32 × 104 for DRM-DG-P5. Fig. 17
illustrates the strong scaling of Deneb up to 4,000 cores. Deneb shows excellent scaling up to about 2,000
cores in this setting. The low performance at the largest cores is accounted for by the small number of
elements assigned to each core; for example, most cores merely have eleven elements for DRM-DG-P5.

The weak scaling means how computational cost depends on the number of cores for fixed workloads per
core. The computational cost remains unchanged for the ideal case. In the weak scalability test, the mesh
is refined so that the number of elements is equal to the number of cores multiplied by the factor of one
hundred. Fig. 18 presents the weak scaling of Deneb up to 15,000 cores. Deneb shows excellent scaling up
to about 10,000 cores in this setting. The parallel efficiency increases with the approximation order due to
the high level of arithmetic intensity. Hybrid parallelization, such as OpenMP–MPI, is necessary to achieve
scaling beyond O(104) cores.

3As of Nov. 2021, it was ranked the 38th in the world’s top500 list supercomputers (top500.org).
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(a) t = 0.5 (b) t = 1

Figure 13: Density contour of the Orszag–Tang vortex problem computed by DRM-DG-P2

Figure 14: Pressure profile of the Orszag–Tang vortex problem at along y = 0.4277 at t = 0.5
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(a) Pressure (b) x-direction magnetic field

Figure 15: Solution of the MHD rotor problem computed by DRM-DG-P2

Figure 16: Local Mach number profile of the MHD rotor problem at along x = 0.413 at t = 0.295
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(a) Speedup (b) Parallel efficiency

Figure 17: Strong scaling of Deneb up to 4,000 cores; Each computing node was assigned 30 cores, and the
scaling was calculated on the basis of one computing node.

(a) Speedup (b) Parallel efficiency

Figure 18: Weak scaling of Deneb up to 15,000 cores; Each computing node was assigned 60 cores, and the
scaling was calculated on the basis of one computing node.

5 Conclusion
The present paper introduces Deneb, an open-source high-order accurate numerical solver for high-performance
scale-resolving simulations on PDE-based flow systems. Based on the physical domain-based modal DG
method, Deneb provides an arbitrary high-order accurate solution with the optimal bases set on mixed-
curved meshes. The novel DRM formulation is applied to the DG discretization, called DRM-DG, for the
efficient integration of the DG volume and surface integrals without accuracy loss on high-order curved
meshes, leading to the significant saving of the computational costs in the quadrature-based DG method.
Various explicit and implicit Runge–Kutta methods are available in Deneb to achieve high-order accuracy
in time. In addition, Deneb supports a range of high-performance parallel preconditioned Krylov subspace
methods offered by the PETSc library. Both artificial viscosity and multi-dimensional limiting (hMLP and
hMLP_BD) methods are available in Deneb to suppress numerical oscillations near flow discontinuities.
In particular, the limiting methods enable the efficient computation of high-speed compressible flows with-
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out time-step restriction. The current release of Deneb covers, aside from the compressible Navier–Stokes
equations, hypersonic equilibrium and magneto-hydrodynamic flow systems, not previously available in open-
source higher-order CFD solvers. Thanks to the easy extendability of the DRM formulation, Deneb has the
potential for solving any PDE-based multi-physical flow system. A wide spectrum of benchmark problems
demonstrates Deneb’s capability to perform high-performance, scale-resolving, multi-physical compressible
flow simulations. The scalability test confirms that Deneb has excellent scaling on high-performance su-
percomputer. Finally, we hope that Deneb contribute to the widespread uptake of higher-order methods
in many multi-physical engineering and scientific applications, complementing other open-source codes, and
lowering the entry barriers for researchers in various disciplines.
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