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Abstract: In this numerical study, a Þlm-cooling ßow with shock-wave interaction is analyzed us-
ing large-eddy simulation (LES). A laminar cooling Þlm at an injection Mach number ofMai = 1 .8
is injected through a slot into a fully turbulent boundary layer at a freestream Mach number of
Ma! = 2 .44. An oblique shock, generated by a ßow deßection of� = 5 " or 8" , impinges upon the
cooling Þlm within the potential-core region. At a deßection angle of� = 5 " , the cooling e!ective-
ness downstream the shock impingement is decreased by 4.6% compared to the undisturbed ßow
conÞguration. A ßow deßection of� = 8 " leads to a decrease in cooling e!ectiveness of 13.4%.
The separation bubble at the shock impingement position causes a strong negative peak of the
Reynolds shear stress near the wall. With increasing shock strength, the separation bubble sig-
niÞcantly grows in size. The separation length of the strong shock conÞguration is increased by a
factor of 4.6 compared to the weaker shock conÞguration.
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1 Introduction

In a supersonic combustion ramjet, also known as a scramjet, shock waves occur in the isolator and combus-
tion chamber. To protect the engineÕs interior surfaces from intense aerodynamic heating, Þlm cooling is a
promising cooling concept [1]. The cooling e!ectiveness, however, is decreased by oblique shocks interacting
with the Þlm-cooling ßow. Fig. 1 sketches the basic structures of the ßow Þeld of a tangential Þlm-cooling
conÞguration with shock wave interaction [2, 3]. The ßow Þeld can be divided into three regions [1, 4].
The Þrst region is the potential-core region just downstream of the slot, in which the maximum velocity in
the cooling Þlm is una!ected by the outer boundary layer. Further downstream, in the wall-jet region, the
slot boundary layer merges with the mixing layer which forms between the Þlm cooling ßow and the outer
boundary layer. In the third region, the boundary-layer region, the ßow relaxes to an undisturbed turbu-
lent boundary layer. To examine the decrease of the cooling e!ectiveness caused by shock wave interaction
Alzener & Zakkay [5] experimentally investigated the interaction at a freestream Mach number ofMa! = 6
with and without injection to measure the cooling e!ectiveness. An experiment performed by Kanda et
al. [6] and Kanda & Ono [7] at sonic injection with shock wave interaction at a freestream Mach number of
Ma! = 2 .35, showed that the cooling e!ectiveness is determined by the wall-recovery temperature and is
not signiÞcantly a!ected by the shock interaction. A numerical analysis using large-eddy simulation (LES)
was performed by Konopka et al. [2, 3], who investigated injection Mach numbers ofMai = 1 .2 & 1.8
into supersonic turbulent boundary layers. The authors concludes that the lower injection Mach number
signiÞcantly decreases the cooling e!ectiveness compared to the higher injection Mach number. Marquardt
et al. [8, 9] performed high-speed particle-image velocimetry (PIV) measurements to investigate the details
of the ßow Þeld. They concluded that the shock leads to a highly disturbed ßow with a large separation
bubble at a low injection Mach number of Mai = 1 .2. Furthermore, a shock impingement in the wall-jet
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region leads to a larger separation bubble and stronger turbulent mixing than a shock impingement in the
potential-core region.

The potential-core region, which originates at the slot, is encompassed by the slot boundary layer and
the mixing layer, i.e., the shear layer emanating from the nozzle lip. When shock waves interact with
the cooling Þlm within the potential-core region, the shock waves change the fundamental structure of
the ßow Þeld in the vicinity of the surfaces that require cooling, which in turn can reduce the cooling
e!ectiveness. Therefore, this study investigates Þlm-cooling ßows interacting with shock waves with di!erent
shock angles by numerical simulation and compares the data to experiments by Marquardt et al. [8]. In this
investigation a cooling Þlm at an injection Mach number ofMai = 1 .8 is injected into a supersonic turbulent
boundary layer at a freestream Mach number ofMa! = 2 .44. First, the numerical method, boundary
conditions and the computational mesh will be described. Then, the ßow conÞgurations will be deÞned and
the results will be discussed. The results section includes a comparison of the turbulence statistics of the
inßow boundary layer upstream of the slot to the direct numerical simulation (DNS) data of Pirozzoli &
Bernardini [10, 11, 12]. Finally, the Þlm-cooling ßow with shock wave interaction is analyzed in terms of
cooling e!ectiveness, instantaneous ßow Þelds and turbulence statics.

Figure 1: Flow schematic with velocity proÞles indicating the shock interaction.

2 Numerical Method

Previous investigations of shock/Þlm-cooling interaction often employed Reynolds-Averaged Navier-Stokes
(RANS) simulations, e.g, using the k-" turbulence model [13]. Most of these models, however, tend to deliver
inaccurate results for separating ßows with strong temperature or density gradients, whereas it was shown by
Konopka et al [2, 3] that high resolution large-eddy (LES) simulations can correctly predict the averaged ßow
statistics. Therefore, in this study the compressible unsteady three-dimensional Navier-Stokes equations are
discretized using a high-resolution LES approach at second-order accuracy. The inviscid ßuxes are discretized
by the Advection Upstream Splitting Method (AUSM) by Liou and Ste!en [14], where the cell-surface values
of the ßow quantities are reconstructed by a MUSCL type scheme for stretched meshes. The viscous ßuxes
are discretized using a modiÞed cell-vertex scheme and the temporal discretization is performed via a Þve-
stage Runge-Kutta scheme. The dissipation at the smallest, unresolved, scales is modeled implicitly using
the monotonically integrated LES (MILES) approach [15]. That is, the numerical dissipation of the second-
order accurate discretization method takes the role of the dissipation of the unresolved scales. More details
of the ßow solver used in this study are given by Roidl et al. [16].
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Figure 2: Sketch of the physical domain including the incoming boundary layer, the nozzle and interaction
parts.

3 Flow Setup

The physical domain of the ßow setup considered in this investigation is depicted in Fig. 2, with the ßow
regions of the incoming turbulent boundary layer, the Laval nozzle of the cooling-gas ßow, and the interaction
region between the Þlm-cooling ßow, the turbulent shear layer, and the shock. The total length of the
ßow domain is Lx = 145S, where S = 1 .0 is the nozzle height at the outlet of the cooling-gas. The lip
thickness is tlip = 0 .16S. The spanwise domain width is chosen to bez = 4S, which is large enough
to resolve the large scale structures developing in the shock boundary layer interaction region. Adiabatic
no-slip boundary conditions are used at all solid walls of the ßow domain and fully periodic boundary
conditions are imposed in the spanwise direction. The incoming ßow of the boundary layer is generated
by the reformulated synthetic turbulence generation (RSTG) method [16], which ensures a transition to
a fully-developed turbulent boundary layer within 4 ! 6 boundary layer thicknesses. At the inßow of the
cooling-gas nozzle a subsonic laminar velocity distribution is deÞned with thin laminar boundary layers near
the wall. The shock wave in the Þlm-cooling domain is prescribed using the Rankine-Hugoniot relations
such that on the upper boundary the ßow variables satisfy the required shock angle and shock strength.
Downstream of the shock wave the computational domain is extended in the wall-normal direction to ensure
the reßected shock wave to exit the computational domain via the outßow boundary.

The physical domain is discretized using a block-structured curvilinear mesh, adequately reÞned in the
regions of large ßow gradients and turbulent ßow. The maximum wall resolution in the region of the incoming
turbulent boundary layer is ! x+ = 7 .5, ! y+ = 1 .0, ! z+ = 7 .6 in inner units in the streamwise, wall-normal,
and spanwise direction, respectively. Around the lip and the shock impingement position the mesh resolution
is increased, as shown in Fig. 3, to accurately capture the shock ßow gradients. An equidistant spacing is
chosen in the spanwise direction. A grid study for this Þlm-cooling conÞguration was performed by Konopka
et al. [2, 3], where the current resolution is found to be adequate. In total, the grid, depicted in Fig. 3,
consists ofn " 286á106 grid points for cases I and II, andn = 383 á106 grids points for case III.

The injection condition and the freestream ßow conÞguration are chosen as in the experiments by Mar-
quardt et al [8, 9], who used a trisonic wind tunnel to accelerate air from ambient conditions to a freestream
Mach number ofMa! = 2 .45. The parameters of the three supersonic cooling conÞgurations are summarized
in Tab. 3. The freestream Reynolds numberRe! = u! S/⌫! , based on the slot heightS, the freestream
velocity u! , and the freestream kinematic viscosity⌫! , is Re! = 42000. The Reynolds number of the slot
ßow Rei = ui S/⌫i based on the centerline velocity and kinematic viscosity of the slot isRei = 29379. A
constant subsonic velocity proÞle is prescribed at the inßow of the Laval nozzle, such that supersonic ßow
at a Mach number of Mai = 1 .8 is achieved at the slot outlet. The blowing rate M is computed by the
integrated mass ßow through the slot divided by the slot heightS. Case I is the reference case without an
outer shock wave impinging upon the cooling Þlm. The shocks in cases II and III are generated by a ßow
deßection of� = 5 " (case II) and 8" (case III) and impinge at 17 slot heights downstream of the slot. Case
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Figure 3: Two-dimensional slice of the three-dimensional numerical mesh for case I and II; only every tenth
grid point is shown for clarity.

I is a conÞguration without shock and for which a validation is performed in section 4.1 by comparing the
results with the DNS data of Pirozzoli & Bernardini [10, 11, 12].

Case Ma! ximp /S � [deg] � [deg] Mai Tti /Tt ! M = ⇢i ui /(⇢! u! )

I 2.44 - - - 1.8 0.76 0.636
II 2.44 17 5 28.07 1.8 0.76 0.636
III 2.44 17 8 30.68 1.8 0.76 0.636

Table 1: Flow parameters of the three setups.

4 Results

The discussion of the results is divided into four parts. First, a validation of the turbulent inßow boundary
layer and the laminar slot Þlm ßow is presented. Second, the supersonic Þlm-cooling conÞguration case
I, i.e., the conÞguration without shock is examined. Then, the ßow characteristics of the interaction of a
supersonic cooling Þlm with shock waves, i.e., cases II and III, are presented, followed by an analysis of the
instantaneous ßow Þelds. Subsequently, the impact of the shocks and their impingement location on the
cooling e!ectiveness, the mean ßow Þeld, and the turbulence statistics is investigated.

4.1 Validation of the Incoming Turbulent Boundary Layer

The reformulated synthetic turbulent generation (RSTG) method [16] is used to generate a turbulent bound-
ary layer upstream of the injection slot. The freestream Reynolds number based on the momentum thickness
of the boundary layer isRe! = 6537 at x/S = ! 2, i.e., two injection gap heights upstream of the lip, and the
freestream Mach number isMa! = 2 .44. Fig. 4(a) shows the streamwise velocity proÞle non-dimensionalized
by the freestream velocity u! and Fig. 4(b) shows the same proÞle scaled by the van Driest transforma-
tion [17]. For validation purposes, the results of the DNS from Pirozzoli & Bernardini [10, 11, 12] atMa = 2 .0
and Re! = 6044 are also shown in the Þgures and in addition the law of the wall is given in Fig. 4(b). The
logarithmic region compares well with the law of the wall, i.e.,u+ = 1/0.41 álny+ + 5 .2, and the results of
Pirozzoli & Bernardini [10, 11, 12]. The small di!erences in the wake region are due to the higher freestream
Mach number and Re! compared to the reported DNS results. The distribution of the Reynolds stress
components includingurms /u" , vrms /u" , wrms /u" and u! v! /u2

" are shown in Fig. 4(c). The results are in
good qualitative and quantitative agreement with the results of the DNS [10, 11, 12].
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Figure 4: Velocity proÞles, van Driest transformed velocity proÞles in wall units and RMS velocity proÞles vs.
y/S, urms /u" , vrms /u" , wrms /u" and u! v! /u2

" compared to the data of Pirozzoli & Bernardini [10, 11, 12].

4.2 Validation of the Slot Injection Flow

In this study the same Laval nozzle geometry for the slot injection is used as in the experimental investigation
of Marquardt et al. [8, 9]. The injection Mach number obtained at the exit of the Laval nozzle isMai = 1 .8.
The streamwise Mach number and static pressure distribution in the center of the nozzle are shown in
Fig. 6(a) and (b) along with the theoretical isotropic values. The mass ßowQLES through the nozzle is
almost identical, i.e., only 0.4% smaller, compared to the experimental setup [8, 9]. A qualitative and
quantitative satisfying agreement can be observed with the theoretical data. Fig. 6 shows the Mach number
and the static temperature contours in the nozzle. It is visible that the Mach number and the static
temperature at the end of the nozzle match the target values for the cooling Þlm injection.

0

0.25

0.5

0.75

1

1.25

1.5

1.75

2

-6 -5 -4 -3 -2 -1 0

Ma

x/S

LES
Theory

(a) Mach number proÞles

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

-6 -5 -4 -3 -2 -1 0

P a

x/S

LES
Theory

(b) Pressure proÞles

Figure 5: Streamwise Mach number and pressure distribution in the center between the top and bottom wall
vs. x/S.
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(a) Mach number contours (b) Temperature contours

Figure 6: Mach number and temperature contours.

4.3 Film cooling without impinging shock (case I)

The ßow setup without shock serves as a baseline case to analyze the e!ect of the shock waves in cases II and
III and is discussed Þrst. The Mach number contours and streamwise velocity proÞles of case I are shown in
Fig. 7 and 8(a). In Fig. 8(a) the potential-core region starting at x/S = 0 is visible, where the velocity is
constant in wall normal direction in the area downstream of the slot between! 1.16 ! y/S ! ! 0.16. The
region with constant velocity becomes smaller in downstream direction and vanishes in the expanding mixing
layer emanating from the lip. Fig. 8(b) shows the Reynolds stress componentu! v! /u2

! , which is responsible
for the momentum exchange in wall normal direction. Since the ejected ßow from the Laval nozzle is laminar,
the shear stress is zero in the potential-core region. The distribution of the Reynolds stressesu+

rms and v+
rms

are shown in Fig. 8(c) and (d). All these distributions show that no fully turbulent boundary layer is obtained
until x/S = 22. In Fig. 8(b,c,d) a peak in the velocity ßuctuations near the bottom wall is generated by
the unsteady shock wave, which emanates from the lip. This generates a streamwise componentu+

rms which
is larger than the wall normal component v+

rms . All Reynolds stress tensor components are increasing in
magnitude in downstream direction above the wall and merge with the distributions of the above free shear
layer.

Figure 7: Mach number contour (Case I).
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Figure 8: Streamwise velocity proÞles and distribution of Reynolds stress components for case I

4.4 Analysis of the Shock/Film-Cooling Interaction

In the following, cases II and III are analyzed to understand the e!ect of the shock on the cooling e!ectiveness
and the turbulence statistics.

4.4.1 Mean Flow Field

Fig. 9 shows the Mach number contours exhibiting the cooling-Þlm shock interaction of cases II and III.
Downstream of the shock impingement position, i.e.,x/S = 15, the low Mach number region near the wall
is caused by a separation bubble. A larger separation bubble in the conÞguration with a ßow deßection of
8" is caused by the larger strength of the incident shock wave.

The skin-friction coe"cient distribution downstream of the lip is shown in Fig. 10(a) for all three cases.
The skin friction rises quickly at x/S = 2 , where the shock wave emanating from the lip hits the lower
wall. At the impingement position, a separation bubble with a length of Lsep/S = 1 .09 exists in all three
cases. The results of Konopka et al. show a length ofLsep/S = 0 .16, which can be explained by the di!erent
slot velocity proÞle used in this paper. At the main shock-impingement position atx/S = 15, a separation
bubble with a length of Lsep/S = 0 .36 exists for case II. The stronger shock in case III, which results from
the larger deßection angle� = 8 " , leads to a signiÞcant larger separation with a length ofLsep/S = 1 .64.
In addition, the minimum skin-friction coe"cient is slightly smaller compared to case II. Downstream of the
shock impingement the skin friction and the pressure ßuctuations, Fig. 10(b), rise abruptly, indicating a
transition to a turbulent boundary layer. A comparison of the present results to those by Konopka et al.
shows the following di!erences. In the present results for case I, the skin friction rises gradually rises after
x/S = 13 and the separation bubble in case II starts atxS/S = 14.6 and ends at xSmax /S = 14.9. The
separation bubble of Konopka et al. starts atxS/S = 9 .8 and ends atxSmax /S = 15.6. These di!erences
can be explained by the lower Reynolds number used in the setup of Konopka et al..

4.4.2 Instantaneous Flow Field

The Q criterion visualizing the vortical structures of case III with shock interaction is shown in Fig. 11, where
the coloring represents the Mach number. No vortical structures are visible in the injected ßow, since it is
laminar. After the impingement of the lip shock weak vortical structures are visible above the wall. Above
the lip at y/S # 0 the vortical structures stemming from the turbulent boundary layer are visible. The
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(a) Case II

(b) Case III

Figure 9: Mach number contour of cases II and III.
Fig. 10(b).
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Figure 10: Skin friction coe"cient (a) and wall pressure distribution (b) plotted vs. the streamwise distance
from the slot

free turbulent shear layer is then penetrated by the shock wave, which generates turbulent scales up- and
downstream of the shock impingement position.

An instantaneous numerical schlieren image is shown in Fig. 12 to visualize the ßow Þeld of case III in a
cut plane. The laminar slot ßow is clearly visible until it mixes with the mixing layer due to the shock wave
interaction. The incident shock wave is reßected atx/S = 14.5 and a high turbulence level is apparent near
the wall downstream of the impingement point of the shock.
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Figure 11: Q criterion with mapped-on Mach number contours (case III).

Figure 12: Instantaneous numerical Schlieren image (case III).

4.4.3 Cooling E!ectiveness

To obtain the cooling e!ectiveness the reference recovery temperature is computed by

Tr = Te

!
1 + r

� ! 1
2

Ma2
e,

"
(1)

whereTe and Mae are the temperature and Mach number at the boundary layer edge, andr is the recovery
factor. In the laminar slot the recovery factor is r =

$
Pr and for the turbulent freestream boundary layer

r = 3
$
Pr is used. The spanwise and time averaged cooling e!ectiveness in the current analysis is deÞned by

⌘ =
÷Taw ! Tr !

Tri ! Tr !
, (2)

where ÷Taw is the Favre-averaged adiabatic wall temperature,Tr ! is the freestream recovery temperature,
and Ti ! is the recovery temperature of the cooling ßow as computed by Eq. 1. Fig. 13(a) shows the
wall temperature as a function of the streamwise direction for all investigated cases and in Fig. 13(b) the
corresponding cooling e!ectiveness is depicted. The cooling e!ectiveness is slightly above unity around
x/S = 1 .8 since the expansion fan and shock wave emanating from the lower tip of the lip impinge upon the
laminar slot boundary layer. At xS/S = 14.6 the cooling e!ectiveness starts to be reduced at the separation
point of the laminar slot boundary layer for case II and at xS/S = 13.6 for case III. The cooling e!ectiveness
decreases further after the transition to the turbulent ßow downstream of the separation bubble due to the
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merging of the boundary layer with the mixing layer. For case III the cooling e!ectiveness decays faster
compared for case II.

The wall-temperature in Fig. 13(b) shows a similar, but inverse behavior. That is, when the cooling
e!ectiveness decreases the wall-temperature increases. Thus atxS/S = 14.6 for case II and at xS/S = 13.6
for case III, where the shock impinges, the wall-temperature increases.
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Figure 13: Wall temperature (a) and cooling e!ectiveness (b) plotted vs. the streamwise distance from the
slot for all cases.

4.4.4 Mean Temperature Field

The dimensionless total ßuid temperature is deÞned by

" =
÷Tt ! Tt !

Tti ! Tt !
, (3)

where ÷Tt is the total temperature at the wall used as a reference temperature,Tt ! is the freestream total
temperature and Tti is the injection total temperature. That is, the quantity " reaches the value of 1 for the
cooling ßow and 0 for the freestream ßow. This deÞnition is used to evaluate the impact of the shock wave
on the slot boundary layer and on the mixing layer near the wall. Near the wall the mixing layer is merging
towards the slot boundary layer. Due to the shock wave interaction which causes a strong mixing near the
wall, the dimensionless total temperature of cases II and III are lower than that of case I downstream of the
impingement. For the stronger shock interaction (case III), the dimensionless total temperature is slightly
above that of case II around the shock impingement position. Upstream, i.e., atx/S = 17, the area of
dimensionless ßuid temperatures where" is greater than 1 for cases II and III near the wall is expanded
compared to case I. The area of dimensionless ßuid temperature at case III is more a!ected than that of case
II.

Next, the impact of the shock wave on the turbulent kinetic energy (TKE), deÞned as:

k =
1
2

#
u#2 + v#2 + w#2

$
, (4)

is analyzed in the near-wall region. In Fig. 15 high values of the TKE appear near the wall, which are
initiated by the ßuctuating shock emanating from the lip and which are growing in the wall boundary layer.
The peak in the TKE distribution outside the wall boundary layer is generated by the interaction of the
impinging and reßected stronger shock. The absolute values of the TKE atx/S = 15 for case III is larger
than that of case II, since the stronger shock wave causes a larger separated ßow area near the wall. At
x/S = 12 the value for case III is slightly larger than that of cases I and II because of the di!erent starting
point of the separation bubble. The location of the peak is shifted o! the wall further downstream.

Fig. 16 shows the Reynolds shear stress proÞles of the simulations compared to experimental data from
Marquardt et al. [8, 9]. Around the streamwise location ofx/S = 17, i.e., the location of the shock impinge-
ment, a negative peak is shown aty/S = ! 1.06 for case II and -0.92 for case III, where the absolute value for
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Figure 15: Turbulent kinetic energy proÞles.

case III is larger than that of case II due to the stronger shock. Hence, the shock wave interaction upon the
potential-core region leads to the transition to turbulence of the laminar slot boundary layer. The results
show that the higher values for cases II and III compared to case I downstream of the shock impingement
position lead to a steeper slope in the cooling e!ectiveness in Fig. 13.
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Figure 16: Reynolds shear stress
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The experimental results obtained by Particle Image Velocimetry (PIV) measurements, are shown as dots
with error bar in Fig. 16. A good agreement of the results is visible for case I. However, afterx/S = 15 the
amplitude of the ßuctuations near the wall is smaller in the experiment than in the LES results. Downstream
of the streamwise positionx/S = 15 of case II the experimental values are larger compared to the LES results
in the shear stress region, while on the other hand near the wall, the absolute value is smaller than in the
LES results. The minimum peak of case III near the wall occurs aty/S = 0 .2 in the experiment which
is higher than in the LES results. For cases II and III after the shock reßection the Reynolds shear stress
is shifted upwards compared to the LES results due to the slightly di!erent position of the reßection, i.e.,
the experimental location is more upstream than that of the LES results. For case III, the Reynolds shear
stresses around the shock impingement position near the wall are di!erent than that of the LES results.
This is caused by a di!erent shock wave angle, which is approximately2" larger in the experimental setup
than in the LES. The larger shock angle produces a larger separation bubble, thus, the area of transition of
momentum at case III is larger than that of case II. Overall, the results of the experiment show quantitatively
and due to the di!erent shock angle qualitatively good agreement with the LES results.

5 Conclusion

Large-eddy simulation of shock-cooling-Þlm interactions were performed and validated by the experimental
data. A laminar cooling ßow at Mach numberMai = 1 .8 was injected into a supersonic turbulent boundary
layer at Mach number Ma! = 2 .44. The shock waves impinge upon the potential-core (cases II and III).
At the shock-wave impingement position within the potential-core region for both cases the transition of the
laminar slot boundary layer to turbulence occurs downstream of the separation bubble. The stronger shock
induces a larger separation bubble than the weak shock wave. The increased turbulence levels in the shear-
and mixing layer located between the cooling ßow and the freestream lead to a maximum decrease of cooling
e!ectiveness compared to a zero-pressure gradient conÞguration (case I) of 4.6% at case II. The stronger8"

shock wave at the same impingement position leads to a maximum decrease of the cooling e!ectiveness of
13.4%. At increasing shock strength at the further downstream impingement position (case III), the cooling
e!ectiveness decreases even more rapidly, i.e., the streamwise cooling e!ectiveness shows a steeper gradient.
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