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Abstract: A high �delity numerical framework, based on a LES+ALM approach, to simulate
the wind �ow through wind farms is presented in this work. The operation of a 7.7MW onshore
wind farm was simulated, considering di�erent wind directions and subject to an atomospheric
boundary layer (ABL) wind �ow, and comparing the results with SCADA (Supervisory Control
And Data Acquisition) data of the farm. Good agreement between the electric power and rotor
speed mean values is found. Power and velocity de�cits due to the wakes of the turbines were well
captured in the simulations.
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1 Introduction

During the last decades, wind energy has seen big technological improvements, related to increases in hub
height, rotor diameter and unit power, which has led to larger capacity factors for the same wind speed
[1]. Those improvements have supported a rapid expansion all over the world, with annual growth rates
of installed capacity around 20%. At present, horizontal axis wind turbines (HAWT) is the technology of
greater installed capacity among renewable energies [2].

Recently it took place a signi�cant development of methods and tools for performing high �delity sim-
ulations of wind �ows with presence of wind turbines applied to real wind farms. Methods in the frame
of Reynolds Averaged Navier-Stokes (RANS) or Large Eddy Simulations (LES) for resolving the wind �ow,
alongside the Actuator Line Model (ALM) for representing the wind turbines rotors, in which those are
represented as body forces. Generally, the strategy followed for simulating a real wind farm under di�erent
wind conditions, particularly under di�erent wind directions, has been LES-ADM-R [3] [4], while LES-ALM
based methods have been used for evaluating speci�c wind conditions, particularly one speci�c wind direction
[5] [6] [7]. Based on the precedent, this paper presents an application of the LES-ALM methodology, used
for simulating a real wind farm under various wind conditions.

The aim of the present paper is to validate a tool for simulating the operation of a wind farm for numerous
wind directions. With that purpose, simulations of the onshore wind farm 'Libertad' were performed. The
wind farm consists of 4 wind turbines, Vestas v100, having 2 of them a nominal power of 1950 kW and the
remaining 2 a nominal power of 1900 kW. An atmospheric boundary layer (ABL) like in�ow condition is
considered, along with 14 wind directions, within which, some show strong interactions between the turbines
due to their wakes. The ca�a3d.MBRI solver is used to simulate the wind �ow, and the Actuator Line Model
(ALM) is used to represent the turbines. The results obtained from the simulations seem acceptable when
compared with SCADA data.

The rest of the paper is organized as follows: Section 2 presents a brief description of the numerical
solver ca�a3d.MBRI and the implementation of the ALM, Section 3 describes the wind farm mentioned
above, Section 4 describes the simulation setup, Section 5 presents the main results, and conclusions are
given in Section 6.
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2 Numerical Model

2.1 CFD solver

ca�a3d.MBRi [8] [9] is an open source, �nite volume (FV) code, second order accurate in space and time,
parallelized with MPI, in which the domain is divided in unstructured blocks of structured grids. The
mathematical model comprises the mass balance equation (1) and momentum balance equation (2) for a
viscous incompressible �uid, together with generic passive scalar transport equation (3) for scalar �eld φ
with di�usion coe�cient Γ. Note that (2) has been written only for the �rst Cartesian direction ê1. The
balance equations are written for a region Ω, limited by a closed surface S, with outward pointing normal
n̂S . ∫

S

(~v · n̂S) dS = 0 (1)∫
Ω

ρ
∂u

∂t
dΩ +

∫
S

ρu (~v · n̂S) dS =∫
Ω

ρβ (T − Tref )~g · ê1dΩ +
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S

−pn̂S · ê1dS +
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S

(2µD · n̂S) · ê1dS (2)∫
Ω

ρ
∂φ

∂t
dΩ +

∫
S

ρφ (~v · n̂S) dS =

∫
S

Γ (∇φ · n̂S) dS (3)

where ~v = (u, v, w) is the �uid velocity, ρ is the density, β is the thermal expansion factor, T is the �uid
temperature and Tref a reference temperature, ~g is the gravity, p is the pressure, µ is the dynamic viscosity
of the �uid and D is the strain tensor. The use of equations in their global balance form, together with
the �nite volume method, as opposed to the di�erential form, favors enforcing conservation properties for
fundamental magnitudes as mass and momentum into the solving procedure [10].

Representation of complex geometries can be handled through a combination of body �tted grids and the
immersed boundary method over both Cartesian and body �tted grid blocks. Geometrical properties and �ow
properties, which are expressed in primitive variables, are always expressed in a Cartesian coordinate system,
using a collocated arrangement. Regarding the turbulence model, di�erent subgrid scale models in the context
of Large Eddy Simulation (LES) are implemented: the standard Smagorinsky model [11] with damping
function for smooth [10] and rough surfaces [12], the dynamic Smagorinsky model [13] with di�erent averaging
schemes, the dynamic mixed Smagorinsky model [14] and the scale-dependent dynamic Smagorinsky model
[15] with di�erent averaging schemes. Further details of the solver together with validations can be found in
[8, 16].

2.2 Actuator Line Model

The ALM has been implemented in the code [17] to represent wind turbines rotors in the simulations.
Each blade is represented as a line that moves with the rotational speed of the rotor and is discretized

in radial sections where the aerodynamic forces are computed (Figure 1, left). The geometrical properties of
the blades (chord length and twist angle (β)) as well as aerodynamic properties (lift and drag coe�cients)
are necessary to compute the force in each radial section (Figure 1, right). The former are obtained directly
from the wind turbine model, while the aerodynamic coe�cients are computed from tabulated data of the
corresponding airfoil. At each radial section the aerodynamic force is computed as equation 4.

~f = −1

2
ρV 2

relc(CL ~eL + CD ~eD)dr (4)

where ρ is the air density, Vrel is the relative velocity, c is the chord length, CL is the lift coe�cient, CD is
the drag coe�cient, ~eL is a unit vector in the direction of the lift force, ~eD is a unit vector in the direction
of the drag force and dr is the length of the radial section. Prandtl's tip loss correction factor is applied, as
it has shown to improve the results [18].

After computing the aerodynamic forces, it is required to project them onto the computational domain
as a body force �eld. To accomplish this, a smearing Gaussian function is used, taking into account the
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distance between each grid cell and radial section,and three smearing parameters, one for each direction (n
normal, r radial and t tangential).

f(dn, dr, dt) =
1

εnεrεtπ1.5
e−( dnεn )2e−( drεr )2e−(

dt
εt

)2 (5)

At each time step of the simulation, the resulting aerodynamic torque applied to the rotor shaft (Maero)
is computed by integration of the tangential forces along the blades, and the rotational speed is obtained
from the rotor second cardinal equation (6).

I
dω

dt
= Maero −Mgen ⇒ ω =

(Maero −Mgen)

I
∆t+ ωt−1 (6)

where Mgen is the generator torque, ω is the angular speed of the rotor at the current time step, I is
the sum of the rotor, shaft and generator inertia considered at the low-speed side. ∆t corresponds to the
temporal step and ωt−1 accounts for the rotational speed of the previous time step. Finally, the aerodynamic
and electric power are calculated as the rotational speed multiplied by the shaft aerodynamic torque and
the generator torque, respectively (Eq. 7).

Paero = Maero.ω (7)

Figure 1: ALM rotor representation (left) and a cross-sectional airfoil radial section (right).

3 Validation case

The simulated wind farm, Libertad, is the same as described in [4]: it is a 7.7MW onshore wind farm located
in the south of Uruguay, which has been operating since August 2014 by the Uruguayan company Ventus.
It consists of four Vestas V100 wind turbine generators (WT), two with rated power of 1.9MW (WT1 and
WT2) and two of 1.95MW (WT3 and WT4), all four with a hub height of 95m and a rotor diameter of
100m. The farm has a meteorological mast (MM) with anemometers at 95m, 80m and 60m, and wind vanes
at 93m and 58m height. The wind farm location and layout are shown in Figures 2 and 3.

The terrain surrounding the wind turbines is plane, with no signi�cant slopes according to annex B of
IEC 61400-12-1 Standard. Figure 4 shows the wind frequency rose, considering the whole period of operation
of the wind farm, almost 4 years, where a predominance of winds coming from the northeast can be observed,
which is consistent with the wind farm layout design (see Figure 3).

The data acquired by the SCADA system of the turbines and from the meteorological instruments is
compared with the simulations results. The wind turbines data is acquired on a 1 Hz frequency, and recorded
on a 10-minute basis, where the mean, standard deviation, maximum and minimum values of more than 250
SCADA signals are available. For this work we consider the 10-minute average of the following 7 signals
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Figure 2: Wind farm location
Figure 3: Wind farm layout

Figure 4: Wind frequency rose

of each turbine: electric power, wind speed, rotor angular speed, blades pitch angle, turbine availability,
alarm-code, and active power reference; and from the meteorological instruments, at each mentioned height,
we consider the mean values of wind velocity and direction. Table 1 depicts the signals, their source of
measurement, symbols and unity. Sub-index i = 1 : 4 refers to each wind turbine; sub-index j = 95, 80, 60
refers to mast anemometers heights; sub-index h = 93, 58 refers to mast wind vane heights. The velocity
standard deviation (σ(U)) is used to compute the turbulence intensity according to equation 8.

TI = σ(U)/U (8)

To compare with the simulation results, only the 10-minute periods with normal operation of the wind
turbines is taken into account, so the data is �ltered according to the following criteria:

• AA = 0

• OK > 595s

• PRef = Prated

• θ < 90 °
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Table 1: Signals of WT SCADA and MM instruments

Signal Source Symbol Unity

Electric power WTi P kW

Wind velocity WTi VWT m/s

Rotor Angular Speed WTi Ω RPM

Blade pitch angle WTi θ °

Turbine availability WTi OK s

Alarm-code WTi AA non dimensional

Active power reference WTi PRef kW

Wind velocity MMHeightj VMMHj
m/s

Wind turbulence intensity MMHeightj TIMMHj
%

Wind direction MMHeightk dMMHk
°

Considering the �ltered data, Figure 5 depicts a scatter plot of velocity vs power measured at the turbine,
together with the manufacturer power curve, for each WT. Still after applying the mentioned �lters, a high
dispersion of the data can be observed, which can be explained by the following reasons, among others:
the natural temporal and spacial variability of the wind, particularly for each direction there is a di�erent
terrain in�uence and turbine-wake interaction; the atmospheric stability, with di�erent wind shear pro�les
and turbulence intensities, which a�ect the operation of the WT as well as the characteristics of their wakes;
and also other operational aspects of the turbines, such as degradation of their components over time, for
example the blades, also contribute to the dispersion of the scatter.

Figure 5: Scatter plot of SCADA velocity vs power manufacturer power curve

For the comparison with the simulation results, additional �lters are applied to the SCADA dataset,
considering the wind direction measured by the wind vane at 93m, and wind velocity measured by the
anemometers at 95m, according to the following criteria:
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• VMM95 ∈ (VRef ± 0.25m/s)

• dMM93 ∈ (DRef ±∆d °)

Where VRef correspond to the wind velocity of the simulation at hub height (95m) and 280 meters
upstream of the �rst WT of on the row. The reason to consider this value rather than the velocity at a �xed
position, for example at the meteorological mast is the span-wise variability of the velocity at the inlet, and
is further explained in Section 4.2.

(DRef ± ∆d °) represents a wind sector: DRef accounts for the average of two consecutive simulations
while ∆d is the di�erence between DRef and the direction of an individual simulation, in some cases 5°
and in others 10°. For example, for simulations 150° and 160°, DRef is 155° and ∆d = 5°; for simulations
200° and 220°, DRef is 210° and ∆d = 10°. In order to compute the power and rotor speed associated to
each wind sector, averages were computed taking into account the results of the consecutive simulations. No
�lters considering turbulence intensity or wind shear were applied, as in that case too few data would have
ful�lled the criteria. As explained previously in this Section, these atmospheric variables contribute to the
dispersion of the power values, as it will be noticed on Section 5. Results.

4 Simulation setup

This Section is divided into three subsections. The �rst one details the characteristics of the domain,
grid, time step, boundary conditions, and wind turbines representation; the second presents the precursor
simulation used as inlet boundary condition of the simulations; and the third Subsection describes the
axiomatization of the procedure for simulating the operation of the wind farm for numerous wind directions.

4.1 Numerical setup

The size of the computational domain for all the simulations is 3.60km x 1.80 km x 0.75 km, the domain is
uniformly divided into 288 and 256 cells in the stream-wise and span-wise directions respectively, while in
the vertical direction it is divided in 96 cells, which grow up with the distance to the �oor with an expansion
coe�cient of 1.0178. The domain is divided in 16 blocks, which are used for the parallelization with MPI.
The in�ow condition is obtained from a precursor simulation, while zero velocity gradient is imposed at the
outlet and a wall model based on the log law is used to compute the stress at the surface. Periodic conditions
are used in the lateral boundaries, and symmetry at the top. The spatial resolution implies a resolution
close to R/4.0, R/7.1, R/6.5 in the stream-wise, span-wise and vertical directions respectively; in the vertical
direction 23 grid nodes cover the rotor diameter. This grid con�guration is the very similar to the thinnest
one used in [4]

The Crank-Nicolson scheme is used to advance in time and the scale dependent dynamic Smagorinsky
model to compute the subgrid scale stress. To represent the wind turbine rotor the ALM is used the same
manner as [4]. The presence of the tower and nacelle are taken into account through drag coe�cients, in
a similar approach as presented in [19]. The chord and twist angles as well as the airfoil's data, and the
relationship between the rotational speed of the rotor and its torque are taken from [4]. Considering the
angular velocity of the rotor, the spacial resolution, and previous experiences [4], the temporal step is set at
0.20s.

4.2 Precursor simulation

The precursor simulates an ABL like wind �ow, in a domain of the same size and using the same resolution
than the domain used for the main simulations, but without considering the topography nor the wind
turbines. It is generated considering periodic boundary conditions, with a constant pressure gradient as
forcing term, and runs until it reaches statistical convergence. The time evolution of a transversal plane of
the precursor is considered as boundary condition at the entrance of the main simulations, as it is usually
done for this type of simulations [20] [21] [4].

Figure 6 shows the stream-wise velocity component at the inlet of the simulations, where a signi�cant
variation along the span-wise direction can be noticed. This problem has already been observed by the
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authors of this paper [4], while in [22] the strategy proposed in [23] is applied to simulate a neutral atmospheric
turbulent boundary layer �ow with a single turbine and an aligned wind farm, and compared them with
a well known experimental campaign. The issue with this span-wise variation is that the velocity at a
�xed position of the simulation domain, for example the position of the meteorological mast, may not be
representative of the velocity of the whole wind farm when di�erent wind directions are simulated. For this
reason, in this work, we consider the reference velocity (VRef ) as the wind velocity of the simulation at hub
height (95m) and 280 meters upstream of the �rst WT of the row. For wind directions between 60° and 240°
it is WT4 and for the rest of directions it is WT1. This (VRef ) is used to �lter the SCADA data as described
in Section 3. It is planned to implement a similar strategy to the one proposed in [23] in the near future, to
avoid having a signi�cant span-wise velocity variation at the inlets.

Figure 6: Stream-wise velocity component at the inlet of the simulations

4.3 Automatic grid creation and simulation setup

For simulating numerous directions, the procedure has been automatized, with a Matlab script that has been
written and run for this purpose. Some of the inputs for this scripts are the coordinates of the wind turbines
and meteorological masts, the height curves around them (e.g in a Computer-Aided Design (CAD) �le),
the directions aimed to be simulated, alongside other inputs with details of the domain, grid and temporal
resolution, wind turbines model, boundary conditions, and computational requisites for the simulation to be
run in the computer-cluster. For each direction, the script rotates the domain for making the inlet plane
coincide with the west face of the domain. Then it crops the domain according to the given wind direction,
domain size and resolution, and it generates all the necessary input �les for generating the simulation grid,
taking into account the topography and the turbines positions. Those input �les are sent to the computer-
cluster of Facultad de Ingeniería, where the grid is generated, the simulation is set-up and then begins
running, all in an automatic manner. For the wind farm presented in this paper, the procedure until this
step takes around 35 minutes, in a 3.6 GHz processor, for each wind direction.

For this wind farm, each simulation requires 16 cores of the cluster (64 GB RAM, Intel(R) Xeon(R) CPU
E5-2650 @ 2.00GHz), one for each block. 4000 temporal steps are run, which takes approximately 80 hours,
discarding the �rst 1000 in order to avoid unwanted transitory phenomenons due to sudden appearance of
the turbine in the simulations. 3000 temporal steps remain then, which equals to 10 minutes and accounts
for 150 turns of the rotor.
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Figure 7 illustrates the rotation and cropping of the domain, for direction 150°. At the top left it shows
the topography of the domain around the wind farm, with the wind farm location indicated with a red square,
at top right it depicts the topography rotated for simulating wind coming from 150 ° (measured clockwise
from the North); then at the bottom the domain used for simulating that direction is shown, where the wind
farm topography as well and the wind turbines and meteorological mast positions are shown in better detail.

Figure 7: Original domain topography, with the wind farm zone marked in red (up and left), 150 ° rotated
domain topography, with the wind farm zone marked in red (up and right), and 150 ° rotated and cropped
domain topography, with the wind turbines marked with crosses and the meteorological mast marked with
a square (down)
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5 Results

In this section the results of the wind farm simulations for 14 di�erent wind directions are presented, as
described in Section 4, and compared with the data presented in Section 3.

Table 2 depicts the mean values of power and rotor speed, discriminated by wind sector, for each wind
turbine and total mean power for the entire farm. The SCADA data is presented as the mean value of
datums that ful�ll the �lters criteria, ± the standard deviation of those datums. Notice that the standard
deviation takes values of the order of hundreds of kW, which is consistent with what is observed in Figure
5. The relative di�erence between the simulation and SCADA data as well as the standard deviation of
the SCADA datasets are also presented. Although signi�cant di�erences can be observed in some cases, the
highest being 57% for WT3 at wind sector 325±5°, in all the other cases the simulation averaged value lies
between ±1 standard deviation of SCADA data, both for power and rotor speed. In part, this is due to
the high variability of the SCADA data, and because the simulations represent just a particular case among
them.

Table 2: Simulation and SCADA mean power and rotor speed values, by wind sectors

Figure 8 depicts the mean power by wind sector for each wind turbine, considering the data shown in
Table 2 and also the results of the individual simulations, from where the averages where computed. Higher
di�erences can be observed with the individual simulation results rather than the averaged values, as it was
expected, as they represent the operation of the wind turbine at particular wind direction, rather than a
wind sector. Power de�cits can be clearly noticed for each wind turbine, consistent with the layout shown
in Figure 3

Figure 9 shows the whole wind farm power output. In this case the power de�cits at sectors [130° 150°]
are still present, although less signi�cantly, as the rest of the turbines compensate the power de�cit of a
particular one.
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Figure 8: Mean power by direction, simulations vs SCADA data for each wind turbine

Figure 9: Mean power by direction, simulations vs SCADA data for the whole wind farm

Figure 10 depicts the mean stream-wise velocity on an horizontal plane at hub height, for two directions:
150 ° and 180°. The wakes downstream the rotors can be clearly identi�ed, characterized by a large velocity
de�cit extending beyond 10D downstream. While for the 180° direction, each wind turbine operates without
the in�uence of another WT wake; at 150° the second wind turbine in the row (WT3) is just downstream of
WT4, causing its power de�cit, as can be seen in Figure 8.

Figure 11 shows the rotor speed of the four WT. Good agreement is found between simulations and
SCADA data. When the turbines operate at below rated wind speed, the rotational speed is strongly related
to the velocity upstream of the turbine, as it is regulated to operate at the optimal tip speed ratio (TSR)
and thus extract the maximum possible power from the wind [24].
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Figure 10: Mean stream-wise velocity, on horizontal plane at hub height, for two directions: Top: 150 ° ;
Bottom: 180 °


Wind turbines are represetned by white line, and the mast by the white circle

Figure 11: Mean rotor speed by direction, simulations vs SCADA data, for each wind turbine
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6 Conclusion and Future Work

A Large Eddy Simulation framework with the Actuator Line Model to represent the wind turbine rotors has
been used to simulate the operation of an onshore wind farm considering 14 di�erent wind directions and
subject to an ABL wind �ow. The electric power and rotor speed simulation results where compared with
SCADA data of the farm, �nding good agreement between the mean values. Power and velocity de�cits were
well captured in the simulations.

Future research will focus on the use of this numerical framework to simulate this and other wind farms,
considering various ABL pro�les as inlet, to evaluate wind resource both at the design and operation stages
of wind farms. The use of GPU computing platform as considered in [25] is now being expanded to the full
�ow solver, using a dual CUDA / OpenCL sintaxis on top of the coarse MPI parallelization. This approach
allows achieving speed-ups of up to 30x with respect to the CPU only solver and will be next extended to
the wind turbine module routines.
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