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1 Abstract
Adaptive time-stepping is a method of choosing a variable time-step size for time-marching applications
given prescribed tolerance for local error. When applied to steady-state problems this method acts as a
convergence accelerator while for transient problems it maintains the time accuracy using a user-prescribed
error criterion. In this paper, we demonstrate the usefulness of this method over the commonly-used CFL
based time-stepping for different problems with steady/unsteady laminar viscous flow.

2 Introduction
Time-step size in CFD simulations is generally determined from the CFL condition, which ensures numerical
stability if explicit marching is used. The same method is used even in implicit scheme, where time-step
size is not restricted by the stability condition, by using an empirically chosen CFL number based on
past experience. In the steady-state problems, the use of large CFL is recommended as it mitigates the
dependence of the convergence to the steady-state on (arbitrarily) initial conditions[1]. This is generally
achieved by ramping up the CFL number as the solution proceeds. The lower, upper bound and optimal
rate of increase changes from problem to problem and is generally decided by past experience, still does not
ensure the boundedness of the solution which may "blow-up". It would therefore be useful tp have a closed
loop algorithm for time-stepping that ensures boundedness/stability when increasing the CFL numbers.

In this paper we demonstrate the usefulness of adaptive time-stepping based on local-error control pre-
viously used extensively in ODE integration. The idea of choosing a time-step size based on local error is
an old idea in numerical analysis, after being popularised by Gear [2, 3, 4], Greenspan [5] and Morrison [6]
in the 1960s. Since then this method has extensively used to handle the stiff ODEs, but not so much in
numerical solution of PDEs in CFD. The use of adaptive time-stepping (ATS) with local truncation error
control enables the solver to use the maximum allowable time-step, for the prescribed tolerance of error.
The algorithm is also capable of converging very rapidly to the steady state (if there is any) after the initial
transient phase, i.e in later convergence. We present here only the first order time-stepping scheme. However
method is extendable to sixth-order. While the order of the scheme does not affect the accuracy, because of
the local error control, higher order solutions may prove to be more efficient.
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3 Governing Differential Equation
The integral form of the compressible Navier-Stokes equation for an arbitrary control volume V with an
elemental surface area d ~A with outward unit normal n = (nx, ny, nz) is written as:

Γ

∫
∂

∂t
QdV +

∫
[F−G]dA−

∫
SdV = 0 (1)

where Q is the vector of primitive variables, F,G are the normal components of the convective and viscous
flux vectors at the elemental surface, S is the vector of source terms and Γ is the transformation Jacobian
of the conservative variables with respect to primitive variables at cell p. These quantities are given by:

F =


ρVn

ρVnu+ Pnx
ρVnv + Pny
ρVnw + Pnz

ρVnH

 G =


0

nxτxx + nyτxy + nzτxz
nxτyx + nyτyy + nzτyz
nxτzx + nyτzy + nzτzz
nxθx + nyθy + nzθz

 S =


0
ρfx
ρfy
ρfz

ρ(fxu+ fyv + fzw) + q̇h


(2)

where fx, fy and fz are external body forces per unit mass, q̇h is the volumetric heating rate, P is the
pressure, H is the total enthalpy and the primitive variable vector is

QT =
(
P u v w T

)
Vn, θx, θy, θz and the matrix Γ are given by [7]:

Vn = nxu+ nyv + nzw

θx = uτxx + vτxy + wτxz + k
∂T

∂x

θy = uτyx + vτyy + wτyz + k
∂T

∂y

θz = uτzx + vτzy + wτzz + k
∂T

∂z

Γ =


ρp 0 0 0 ρT
uρp ρ 0 0 uρT
vρp 0 ρ 0 vρT
wρp 0 0 ρ wρT

Hρp − 1 uρ vρ wρ ρTH + ρCp



where subscripts (except in CP ) indicate differentiation with respect to the subscripting variable. The system
is closed using the equation of state P = ρRT .

Using the Gauss divergence theorem, equation (1) is discretized for a general multi-face cell as,

Γ
∂

∂t
Q + Σf (Ff −Gf )

n+1
Af − Sn+1V = 0 (3)

where f refers to the faces of the cell.

4 Implicit Time Integration
In the semi-discretized governing equations above, the values of the fluxes F,G are not known at the n+ 1
level. Expanding the global residual vector Rn+1(≡ Fn+1 −Gn+1 − Sn+1), around the known residual flux
Rn, we get

Rn+1 = Rn +

(
∂R

∂Q

)n

∆Qn+1 + H.O.T (4)

where ∆Qn+1 = Qn+1 −Qn, and the quantity in brackets is the Jacobian. With (4), the system (3) results
in: [

Vp
∆t

Γ + ΣfJf,pAf

]
∆Qn+1

p − ΣfJf,nb∆Qn+1
nb = −Rn (5)
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where p, nb refers to centres of the cell and its neighbours, respectively, Vp is the pth cell volume, Jf,p/nb

is the flux Jacobian matrix of the discretized flux (Fn −Gn − Sn) with respect to variables at the p or nb
cell-centres. The discretized flux at face f is a function of the pth cell value as well as the neighbouring cell
values, thus the neighbouring nb term appears in the equation above. Rearranging equation (5), we get

[I − ΣfJj,nbAf ]∆Qn+1 = −Rn or [A]global∆Qn+1 = −Rn (6)

where
I ≡

[
V

∆t
Γ + ΣfJf,pAf

]
(7)

and ∆Q now includes the values at p and nb, in fact all points of the domain. The equation set (6) is solved
using the symmetric Gauss-Seidal procedure [8, 9].

4.0.1 Quadratic convergence at large time-steps

In the discretized Navier-Stokes equation (6), larger time-steps ∆t reduce the contribution from the temporal
term. Thus for large time-steps, the system of equations (6) reduces to Newton’s root-finding method for the
steady-state problem which has quadratic convergence. However, the direct use of large time-steps without
local error control is not a good strategy, neither during initial convergence nor for later-convergence. In the
former case, the large ∆t applied to a developing solution creates large errors causing delayed convergence.
In the latter case, a bounded solution is not ensured due to uncontrolled local error and the solution may
diverge. In this paper we have used CFL based time-stepping during initial convergence (defined as any
residuals of (5) greater than 10−2) and adaptive time-stepping for later-convergence (all residuals below
10−3).

5 All speed algorithm
When compressible methods are applied to low Mach number flows, care has to be taken to deal with the
stiffness associated with large condition numbers, otherwise, density-based algorithms will not converge for
low-Mach-number or incompressible flow problems. One way to handle this is by preconditioning of the
time-derivative [10, 11, 9]. But this destroys the time-accuracy thus requires unsteady problems to be solved
as a series of pseudo-steady problems which is computationally expensive. Shima and Kitamura [12, 13]
have proposed an algorithm called SLAU (Simple Low dissipation AUSM) to deal with this problem which
does not rely on preconditioning of the time-derivative. We use this method for all-speed applications. The
step-by-step algorithm to discretize convective flux follows Shima et al. [14].

6 Results and Discussions
The compressible Navier-Stokes equations has been solved using a density-based algorithm in the framework
of our in-house 3D unstructured solver. This solver was previously tested for various Mach number regimes
of steady state flow [15, 16, 17]. Here, an all speed SLAU [18] scheme is used for the convection and the
Green-Gauss[7] method is used for diffusion term discretization. The convective term uses second-order
discretization while the viscous term are central discretized [7]. The first-order backward Euler method is
used for time-stepping [19]. Although the method is only first-order, this does not affect the accuracy of the
solution, which is fixed by the user-prescribed error tolerance. Its feature of capturing unsteadiness in the
flow for transient problems and as a later-convergence accelerator for steady-state problem is shown below
for two different cases.

6.1 Laminar Flow over a NACA 0012 Aerofoil
Swanson and Langer [20] have presented a detailed documentation for two cases, which we use to demonstrate
the advantages of ATS over the CFL-based time-stepping method. The cases are tabulated in Table 1. The
Reynolds number is calculated based on the unit chord-length of the airfoil. The far-field boundary in the
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grid is located almost 500 chord-lengths away from the airfoil in order to minimize the sensitivity to far-field.
The flow domain and boundary conditions applied are shown in Fig. 1. The CFL number used for the CFL
based time-stepping is taken as 200.

Table 1: Cases considered.
Cases M∞ α (deg.) Rec

Case 1 0.5 0.0 5 × 103

Case 2 0.5 3.0 5 × 103

Figure 1: Flow domain for turbulent flow over NACA 0012 airfoil with a zoomed view of the nose of the
airfoil.

The results for skin friction coefficient (Cf ) are matched with CFD results presented in the reference [20].
Figure 2 shows the Cf plot along the surface of the airfoil for α = 0◦ and 3◦ computed using both the time-
stepping methods. Both (ATS and CFL based) time-stepping methods give accurate results in comparison
with the reference solution and themselves are nearly identical. Figure 3 shows the residual plot of the flow
variables for CFL based time-stepping. It can be seen that the residuals for flow variables shows a gradual
drop before stalling at a value of around 10−6 for both the angles of attack (α). For α = 0◦ the stalling
occurred after around 800 iterations while for α = 3◦ the stalling occurred after 2000 iterations. Figure 4
shows the comparison of the convergence history of the CFL based time-stepping with the ATS method. We
see a marked reduction in the number of iteration required for the convergence, as the ATS method gave
convergence to machine precision 10−15 (in comparison to the CFL based method which stalled at 10−6 )
in only 290 and 350 iteration for the two cases, respectively. The speed-up of 275.86% and 769.23% due to
ATS w.r.t CFL based time-stepping respectively for α = 0◦ and 3◦, shows the effectiveness of the ATS.
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Figure 2: Skin friction Coefficient (Cf ) for the two cases considered. The results are compared with the
reference solution of Swanson and Langer [20].
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Figure 3: Convergence history of scaled residue with a CFL based time-stepping for Case 1 & 2: The residuals
stalled around 10−6 for both the angles of attack (α) after around 800 and 2000 iterations respectively.
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Figure 4: History of later-convergence with adaptive time-stepping for both the angles of attack (α) for Case 1
& 2. Adaptive time-stepping (ATS) took around 290 and 350 iterations respectively in the later-convergence
to reach machine precision (residual value of < 10−15).
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Present work Rajani et al. [26] Williamson & Roshiko [29] Norberg C. [23]
Amplitude of lift coefficient 0.282 0.26 - -
Strouhal Number 0.156 0.1569 0.154 0.155

Table 2: Comparison of amplitude of lift coefficient and Strouhal number with numerical solution of Rajani
et al. [26] for flow over a circular cylinder

6.2 Flow over a circular cylinder
The next problem considered is the unsteady incompressible flow past a circular cylinder. Extensive numerical
data is available in the literature [24, 25, 26, 27] for this problem for Reynolds number ReD = 100 which is
in the regime of laminar 2-D flow with periodic vortex shedding [25]. However as ours is a compressible flow
solver, we still need to specify the temperature. The cylinder diameter (D) is taken as 1m and the free-stream
temperature and velocity are taken as 300K and 0.1Ma which is essentially in the incompressible limit and
viscosity is adjusted as per the chosen Reynolds number.
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Figure 5: Hex O-grid mesh set-up used for flow the cylinder case.

An O-type grid is used for the mesh and is shown in Fig 5. It has 401 grid points on the cylinder and
201 grid points normal to the cylinder. The grid is generated with a bi-geometric law which is used to
distribute points in the normal direction with the initial spacing (near cylinder wall) of 0.001045 diameters
and a spacing ratio of 1.15 away from the wall. The far field is located at 100 diameters from the cylinder
center. The above mesh set-up is as used by Green et al.[28]. At Re = 100 periodic vortex shedding occurs.
Fig 6 shows the u-velocity contours at a particular time instant and the periodic variation of lift coefficient
(Cl) with time. It can be seen that the periodic vortex shedding is successfully captured qualitatively. The
Strouhal number is defined as

St =
fL

U∞
(8)

where f is the frequency of the vortex shedding, L is the characteristic length and U∞ is the free-stream
velocity. Table 2 compares the amplitude of Cl plotted in the Fig 6 and the Strouhal number with three
reference results [29, 23, 26]. The Strouhal number obtained in this computation is 0.156, which compares
well with the literature values of 0.1569 [26], 0.154 [29] and 0.155 [23]. The amplitude of the lift coefficient
also matches well with that from the literature.
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Figure 6: Contour plot of Mach number and the variation of lift coefficient at Re 100 for flow over a circular
cylinder.

7 Conclusions
• In the present paper we have demonstrated the effectiveness of adaptive time-stepping (ATS) to accel-

erate convergence of false transient time-stepping to steady-state solutions of an implicit compressible
Navier-Stokes algorithm. The method is used only for later-convergence, after all residuals have been
brought below 10−2 by first using conventional CFL-based time-stepping. The acceleration obtained
is 500-1000% in comparison to CFL based time-stepping.

• We also validate the use the adaptive time-stepping via local error control for unsteady flow compu-
tations of 2-D flow over a circular cylinder involving vortex shedding. We see the unsteadiness in the
flow is properly captured. The Strohal number for circular cylinder case is in good agreement with the
literature, despite the use of a compressible solver for an incompressible flow problem.
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