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Abstract: In recent years, coupled with the Reynolds averaged Navier-Stokes (RANS) models,
the large eddy simulation (LES) models, and the hybrid RANS/LES models, the second-order
gas-kinetic scheme (GKS) has been used in the turbulent flow simulations. At the same time,
high-order GKS has been developed, such as the two-stage fourth-order scheme (S2O4), and used
for laminar flow calculations. The S2O4 GKS achieves fourth-order accuracy in space and time
and shows distinguishable robustness for the discontinuous flows. In this paper, targeting on
the three-dimensional turbulent flows, an implicit high-order GKS with Lower-Upper Symmetric
Gauss-Seidel (LU-SGS) technique is developed under the S2O4 framework. Based on Vreman-
type LES model and k − ω SST model, a turbulent relaxation time is obtained and used for an
enlarged particle collision time in the implicit high-order GKS in the high-Reynolds number turbu-
lent flows. Numerical experiments include Taylor-Green vortex problem, incompressible decaying
homogeneous isotropic turbulence, incompressible high-Reynolds number flat plate turbulent flow,
and transonic high-Reynolds number ARA M100 wing-body flow. Comparisons among the nu-
merical solutions from current implicit high-order GKS, the explicit high-order GKS, the second-
order GKS, the second-order Navier-Stokes solver, and experimental measurements, have been
conducted. Through these example, it is concluded that the current scheme has high accuracy in
space and time, and significant acceleration on computational efficiency, as well as super robustness
in simulating complex flows. This study also indicates that turbulence modeling plays a dominant
role in the capturing physical solution. For example, the possible error in turbulent models can
become the leading error in a numerical simulation, such as in the transonic three-dimensional com-
plex RANS simulation, in comparison with numerical discretization errors. So, the development
of appropriate turbulence models is still the dominant task in turbulence simulation.

Keywords: Implict high-order GKS, LU-SGS, Two-stage fourth-order scheme, Computational
efficiency, Time-relaxation turbulence simulation.

1 Introduction
Turbulence is an important research object among physics, applied mathematics, and engineering applica-
tions [1]. Because of its multi-scale features in space and time, it is a challenge to properly balance the
accuracy requirements and computational costs [2] in the simulations, especially for high-Reynolds num-
ber turbulent flows. Currently, there are mainly four approaches for turbulence simulation, namely direct
numerical simulation (DNS), LES, RANS, and hybrid RANS/LES methods.

Theoretically, DNS is supposed to resolve turbulent structures above the Kolmogrov dissipation scale
by grid and time step resolution, but the prohibitive cost limits DNS’s engineering applications. In order
to study turbulent flow on unresolved grids, such as for the high-Reynolds number turbulence problems,
the RANS models [3], the LES models [4], and the hybrid RANS/LES methods [5, 6] have been developed.
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RANS captures turbulent structures above integral scale under the constraints of computational resources,
which has been widely used in engineering turbulence simulations. LES solves the filtered Navier-Stokes
equations with resolvable turbulent structures above the inertial scale. Even though LES is quite expansive
compared with RANS, for unsteady separation turbulent flows, LES has gradually become an indispensable
tool to obtain high-resolution turbulent flow fields. To combine the advantages of RANS and LES, the hybrid
RANS/LES methods have been proposed and become hot topics in turbulence simulations, which keep good
balance between resolution accuracy and computational cost.

In the past decades, the second-order GKS [7, 8] based on the Bhatnagar-Gross-Krook (BGK) [9] model
has achieved great success for laminar flow computations from incompressible low-speed flow to hypersonic
one. It has been extended to flows with multi-temperature [10], gravity field [11],and magnetohydrodynamics
[12]. For turbulent flows, GKS can be directly used as a DNS for low-Reynolds number flow [13, 14].
The "mixing time" was proposed for kinetic equation based methods for high-Reynolds number turbulence
[15, 16], which can be regarded as an extension of BGK model with a newly defined collision (relaxation)
time τt. Following this "mixing time" concept, the second-order gas kinetic schemes coupled with S-A model
[17], k − ω SST model [18, 19, 20], Vreman-type LES model, and the hybrid RANS/LES methods [21] have
been developed and implemented in high-Reynolds number turbulent flow simulations. Most previous work
are based on the explicit second-order GKS coupled with traditional turbulence models. In view of the high-
resolution requirement for turbulence simulation, it is fully legitimate to construct high-order GKS coupled
with traditional turbulence models.

In recent years, an accurate and robust S2O4 GKS [22, 23, 24] has been developed for laminar flows,
which achieves fourth-order accuracy in space and time and shows high efficiency and robustness in the flow
simulations with shocks. Focusing on the extension of the scheme to the three-dimensional turbulent flows,
an implicit high-order GKS is proposed in this paper. On the one hand, the S2O4 GKS framework is used
to provide a solid foundation for obtaining high-resolution flow fields in turbulent flow. On the other hand,
LU-SGS method [25, 26] is implemented to overcome the time step barrier in the explicit scheme, and makes
the CFL number large in the three-dimensional high-Reynolds turbulent flows. In what follows, Section 2
presents the construction of this implicit high-order GKS under two-stage fourth-order framework. This is
followed by the coupling of Vreman-type LES model [27] and the k−ω SST [28] model in the current implicit
high-order GKS in Section 3. The numerical simulations from incompressible low-speed to transonic three-
dimensional complex turbulent flows will be presented in section 4. And the final section is the conclusion
and discussion.

2 Implicit three-dimensional two-stage fourth-order GKS solver

2.1 Three-dimensional finite volume framework based on BGK model
Based on particle transport and collision, the Boltzmann equation has been constructed for monotonic dilute
gas. The simplification of the Boltzmann equation given by the BGK model has the following form [9],

∂f

∂t
+ u

∂f

∂x
+ v

∂f

∂y
+ w

∂f

∂z
=
g − f
τ

, (1)

where f is the number density of molecules at position (x, y, z) and particle velocity (u, v, w) at time t.
The left side of the Eq.(1) denotes the free transport term, and the right hand side represents the collision
term. The relation between distribution function f and macroscopic variables, such as mass, momentum,
energy and stress, can be obtained by taking moments in velocity of the gas distribution function. The
collision operator in BGK model shows simple relaxation process from f to a local equilibrium state g, with
a characteristic time scale τ , which is related to the viscosity and heat conduction coefficients. The local
equilibrium state is a Maxwellian distribution,

g = ρ(
λ

π
)

K+3
2 e−λ[(u−U)2+(v−V )2+(w−W )2+ξ2], (2)

where ρ is the density, (U, V,W ) are the macroscopic fluid velocity in the x−,y− and z− directions. Here
λ = m/2kT , m is the molecular mass, k is the Boltzmann constant, and T is the temperature. For three-
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dimensional equilibrium diatomic gas, the total number of degrees of freedom in ξ is K = 2, which accounts
for the two rotational modes ξ2 = ξ2

1 + ξ2
2 , and the specific heat ratio γ = (K + 5)/(K + 3) is determined.

The relation between mass ρ, momentum(ρU, ρV, ρW ), total energy ρE with the distribution function f
is given by,

W =


ρ
ρU
ρV
ρW
ρE

 =

∫
ψαfdΞ, α = 1, 2, 3, 4, 5, (3)

where dΞ = dudvdwdξ1dξ2 and ψα is the component of the vector of collision invariants

ψ = (ψ1, ψ2, ψ3, ψ4, ψ5)T = (1, u, v, w,
1

2
(u2 + v2 + w2 + ξ2))T .

Since only mass, momentum and total energy are conserved during particle collisions, the compatibility
condition for the collision term turns into, ∫

g − f
τ

ψdΞ = 0, (4)

at any point in space and time.
Based on the above BGK model as Eq.(1), the Euler equations can be obtained for a local equilibrium

state with f = g. On the other hand, the Navier-Stokes equations, the stress and Fourier heat conduction
terms can be derived with the Chapman-Enskog expansion [29] truncated to the 1st-order of τ ,

f = g +Knf1 = g − τ(
∂g

∂t
+ u

∂g

∂x
+ v

∂g

∂y
+ w

∂g

∂z
). (5)

For the Burnett and super-Burnett solutions, the above expansion can be naturally extended [30], such as
f = g+Knf1 +Kn2f2 +Kn3f3 + · · · . For the above Navier-Stokes solutions, the GKS based on the kinetic
BGK model has been well developed [7]. In order to simulate the flow with any realistic Prandtl number,
a modification of the heat flux in the energy transport is used in this scheme, which is also implemented in
the present study.

Taking moments of Eq.(1) and integrating over the control volume Vijk = xi × yj × zk with xi =

[xi − ∆x
2 , xi + ∆x

2 ], yj = [yj − ∆y
2 , yj + ∆y

2 ], zk = [zk − ∆z
2 , zk + ∆z

2 ], the three-dimensional finite volume
scheme can be written as

dWijk

dt
= L(Wijk) =

1

|Vijk|
[

∫
yj×zk

(Fi−1/2,j,k − Fi+1/2,j,k)dydz

+

∫
xi×zk

(Gi,j−1/2,k −Gi,j+1/2,k)dxdz +

∫
xi×yj

(Hi,j,k−1/2 −Gi,j,k+1/2)dxdy],

(6)

where Wijk are the cell averaged conservative variables mass, momentum and total energy. All ot them are
averaged over control volume Vijk and volume of the numerical cell is |Vijk| = ∆x∆y∆z. Here, numerical
fluxes in x− direction is presented as an example∫

yj×zk
Fi+1/2,j,kdydz = Fxi+1/2,j,k,t∆y∆z. (7)

Based on the fifth-order WENO-JS spatial reconstruction on the primitive flow variables [31], the recon-
structed point value and the spatial derivatives in normal and tangential direction can be obtained. In
the smooth flow computation, the linear form of WENO-JS is adopted to reduce the dissipation. To save
computational resources for theree-dimensional large-scale problems, Gaussian points have not been used
in this study. For three-dimensional The numerical fluxes Fxi+1/2,j,k,t can be provided by the flow solvers,
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which can be evaluated by taking moments of the gas distribution function as

Fxi+1/2,j,k,t =

∫
ψαuf(xi+1/2,j,k, t,u, ξ)dΞ, α = 1, 2, 3, 4, 5. (8)

Here f(xi+1/2,j,k, t,u, ξ) is based on the integral solution of BGK equation Eq.(1) at the cell interface

f(xi+1/2,j,k, t,u, ξr) =
1

τ

∫ t

0

g(x′, t′,u, ξr)e−(t−t′)/τdt′ + e−t/τf0(−ut, ξr), (9)

where xi+1/2,j,k = 0 is the location of cell interface, u = (u, v, w) is the particle velocity, xi+1/2,j,k =
x′ + u(t − t′) is the trajectory of particles. f0 is the initial gas distribution, and g is the corresponding
intermediate equilibrium state as Eq.(2). g and f0 can be constructed as

g = g0(1 + ax+ by + cz +At),

and

f0 =

{
gl[1 + (alx+ bly + clz)− τ(alu+ blv + clw +Al)], x ≤ 0

gr[1 + (arx+ bry + crz)− τ(aru+ brv + crw +Ar)], x > 0,

where gl and gr are the initial gas distribution functions on both sides of a cell interface. g0 is the initial
intermediate equilibrium state located at cell interface, which can be determined through the compatibility
condition ∫

ψαg0dΞ =

∫
u>0

ψαgldΞ +

∫
u<0

ψαgrdΞ, α = 1, 2, 3, 4, 5.

For the second-order flux, the time-dependent gas distribution function at cell interfaces is evaluated as

f(xi+1/2,j,k, t,u, ξr) = (1− e−t/τ )g0 + ((t+ τ)e−tτ − τ)(au+ bv + cw)g0

+ (t− τ + τe−tτ )Ag0

+ e−t/τgl[1− (τ + t)(alu+ blv + clw)− τAl](1−H(u))

+ e−t/τgr[1− (τ + t)(aru+ brv + crw)− τAr]H(u),

(10)

where the coefficients in Eq.(10) can be determined by the spatial derivatives of macroscopic flow variables
and the compatibility condition as the Appendix C in [8].

Here, the second-order accuracy in time can be achieved by one step integration, with the second-order
gas-kinetic solver Eq.(10). Based on a high-order expansion of the equilibrium state around a cell interface,
the one-stage high-order GKS has been developed successfully [32, 33, 34]. However, the one-stage gas-kinetic
solver become very complicated, especially for three-dimensional multidimensional computations.

2.2 Two-stage high-order temporal discretization
In recent study, a two-stage fourth-order time-accurate discretization was developed for Lax-Wendroff flow
solvers, particularly applied for hyperbolic equations with the generalized Riemann problem(GRP) solver
[22] and the GKS [23]. Such method provides a reliable framework to develop the implicit three-dimensional
high-order GKS with a second-order flux function Eq.(10). The key point for this two-stage fourth-order
method is to use time derivative of flux function. In order to obtain the time derivative of flux function at
tn and t∗ = tn + ∆t/2, the flux function should be approximated as a linear function of time within a time
interval.

According to the numerical fluxes at cell interface Eq.(8), the following notation is introduced

Fi+1/2,j,k(Wn, δ) =

∫ tn+δ

tn

Fi+1/2,j,k(Wn, t)dt =

∫ tn+δ

tn

Fxi+1/2,j,k,tdt. (11)
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In the time interval [tn, tn + ∆t/2], the flux is expanded as the following linear form

Fi+1/2,j,k(Wn, t) = Fni+1/2,j,k + ∂tF
n
i+1/2,j,k(t− tn). (12)

Based on Eq.(11) and linear expansion of flux as Eq.(12), the coefficients Fi+1/2,j,k(Wn, tn) and ∂tFi+1/2,j,k(Wn, tn)
can be determined as,

Fi+1/2,j,k(Wn, tn)∆t+
1

2
∂tFi+1/2,j,k(Wn, tn)∆t2 = Fi+1/2,j,k(Wn,∆t),

1

2
Fi+1/2,j,k(Wn, tn)∆t+

1

8
∂tFi+1/2,j,k(Wn, tn)∆t2 = Fi+1/2,j,k(Wn,∆t/2).

By solving the linear system, we have

Fi+1/2,j,k(Wn, tn) = (4Fi+1/2,j,k(Wn,∆t/2)− Fi+1/2,j,k(Wn,∆t))/∆t,

∂tFi+1/2,j,k(Wn, tn) = 4(Fi+1/2,j,k(Wn,∆t)− Fi+1/2,j,k(Wn,∆t/2))/∆t2,
(13)

and Fi+1/2,j,k(W ∗, t∗),∂tFi+1/2,j,k(W ∗, t∗) for the intermediate state t∗ can be constructed similarly.
With these notations, the high-order algorithm for three-dimensional flow is given by the following steps.

(i) With the initial reconstruction, update W ∗ at t∗ = tn + ∆t/2 by

W ∗ijk = Wn
ijk −

1

∆x
[Fi+1/2,j,k(Wn,∆t/2)− Fi−1/2,j,k(Wn,∆t/2)]

− 1

∆y
[Gi,j+1/2,k(Wn,∆t/2)−Gi,j−1/2,k(Wn,∆t/2)]

− 1

∆z
[Hi,j,k+1/2(Wn,∆t/2)−Hi,j,k−1/2(Wn,∆t/2)],

(14)

and compute the fluxes and their derivatives by Eq.(13) for future using,

Fi+1/2,j,k(Wn, tn), Gi,j+1/2,k(Wn, tn), Hi,j,k+1/2(Wn, tn),

∂tFi+1/2,j,k(Wn, tn), ∂tGi,j+1/2,k(Wn, tn), ∂tHi,j,k+1/2(Wn, tn).

(ii) Reconstruct intermediate value W ∗ijk and compute

∂tFi+1/2,j,k(W ∗, t∗), ∂tGi,j+1/2,k(W ∗, t∗), ∂tHi,j,k+1/2(W ∗, t∗),

where the derivatives are determined by Eq.(13) in the time interval [t∗, t∗ + ∆t].
(iii) Update Wn+1

ijk by

Wn+1
ijk =Wn

ijk −
∆t

∆x
[Fn

i+1/2,j,k −Fn
i−1/2,j,k]

− ∆t

∆y
[G n
i,j+1/2,k − G n

i,j−1/2,k]− ∆t

∆z
[H n

i,j,k+1/2 −H n
i,j,k−1/2],

(15)

where Fn
i+1/2,j,k, G n

i,j+1/2,k and H n
i,j,k+1/2 are the numerical fluxes and expressed as

Fn
i+1/2,j,k = Fi+1/2,j,k(Wn, tn) +

∆t

6
[∂tFi+1/2,j,k(Wn, tn) + 2∂tFi+1/2,j,k(W ∗, t∗)],

G n
i,j+1/2,k = Gi,j+1/2,k(Wn, tn) +

∆t

6
[∂tGi,j+1/2,k(Wn, tn) + 2∂tGi,j+1/2,k(W ∗, t∗)],

H n
i,j,k+1/2 = Hi,j,k+1/2(Wn, tn) +

∆t

6
[∂tHi,j,k+1/2(Wn, tn) + 2∂tHi,j,k+1/2(W ∗, t∗)].
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2.3 Implicit LU-SGS method
In previous work, LU-SGS method has been applied with GKS for hypersonic flows [35] and near-continuum
flows [36] in two-dimensional cases. For three-dimensional flow, in order to use large CFL number to increase
the computational efficiency, implicit LU-SGS method is used to update conservative variables W ∗ijk and
Wn+1
ijk . According to Eq.(6), define the residual in the cell (i, j, k) as

R(W ) = ∆tL(W ),

where ∆t is the time step, which is ∆t
2 for t∗ step and ∆t for tn+1 step. The residual for t∗ step and tn+1

step can be calculated with above explicit scheme Eq.(14) and Eq.(15), respectively. Set updating W ∗ as an
example in the following section.

Firstly, introduce the Jacobian matrices A = ∂F
∂W i

, B = F
∂W j

, and C = F
∂W k

, with the Euler flux F

for laminar flow and the extended flux when coupled with turbulence model [26]. Based on the LU-SGS
technique, Eq.(14) can be written as

(L+D)D−1(D + U)∆W = R(Wn), (16)

where ∆W = W ∗ −Wn, with

L = −(A+
i−1 + B+

j−1 + C+
k−1),

D =
I

∆t
+A+

i −A
−
i + B+

j − B
−
j + C+

k − C
−
k ,

U = A−i+1 + B−j+1 + C−k+1,

and
A± =

1

2
(A± rAI), rA = βσA,

B± =
1

2
(B ± rBI), rB = βσB,

C± =
1

2
(C ± rCI), rC = βσC ,

where I is the unit matrix, (σA, σB, σC) are the spectral radii of the Jacobian matrices, with the coefficient
β ≥ 1 to ensure dominant diagonal.

Then, use two-step sweeping way to get the solution ∆W

(L+D)∆W ∗ = −R(Wn),

(D + U)∆W = D∆W ∗.
(17)

Sequently, the macroscopic flow variables are updated by

W ∗ = Wn + ∆W. (18)

In the similar way, Eq.(15) can be used to update the tn+1 step macroscopic flow variables Wn+1.

3 GKS coupled with turbulence model
We follow the concept of turbulent eddy viscosity, which models the effect of unresolved turbulent scales by
enlarging turbulent eddy viscosity in turbulence region. Similarly, the enlarging turbulent relaxation time τt
is proposed to describe the turbulent flows under the kinetic framework. Based on this enlarging turbulent
relaxation time τt, extended BGK model for turbulent flows can be written as,

∂f

∂t
+ u

∂f

∂x
+ v

∂f

∂y
+ w

∂f

∂z
=
g − f
τ + τt

. (19)
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Using Chapman-Enskog expansion in [16], Eq.(19) can recover traditional RANS turbulent eddy viscosity
model through the relation between turbulent eddy viscosity µt and turbulent relaxation time τt, with

τ + τt =
µ+ µt
p

, (20)

where p is the pressure. The key point is to get turbulent eddy viscoisity µt, then turbulent relaxation time
τt will be determined by Eq.(20). In [16], this enlarged relaxation time τt is called "mixing time", which is
comparable with the classical concept of "mixing length". In this paper, based on extended BGK model and
"mixing time" concept, time-relaxation turbulence simulation will be studied.

In present work, Vreman-type model for LES and k−ω SST model for RANS simulation will be used to
evaluate τt and use the relaxation time τ + τt in Eq.(19). All conserved macroscopic variables are calculated
from GKS, and the turbulent viscosity is obtained from the LES/RANS eddy viscosity model. The evolution
of turbulent variables depends on the conserved macroscopic variables. This coupling process is applied at
each step for turbulence simulations.

3.1 LES: Vreman-type model
Smagorinky model is the well-known eddy viscosity LES model, while it is too dissipative. With the ap-
plication of a dynamic procedure, dynamic Smagorinky model is developed to overcome the weakness of
the Smagorinky model. To keep the simple eddy viscosity closure form, Vreman-type model is proposed by
Vreman in a simple algebra form, which is comparable to dynamic Smagorinky model. For Vreman-type
model, turbulent eddy viscosity µt is given by

µt = ρc

√
Bβ
aijaij

, (21)

where ρ is the density, and constant c = 2.5C2
s , with Cs = 0.1. Left unknowns in Eq.(21) can be determined

through the combination of velocity gradient in resolved flowfields, as
αij =

∂Uj

∂xi
,

βij = ∆2αmiαmj ,

Bβ = β11β22 − β2
12 + β11β33 − β2

13β22β33 − β2
23.

(22)

In Eq.(22), the Uj means the cell averaged velocity.

3.2 RANS: k − ω SST model
k − ω SST model combines the positive features of k − ω model and k − ε model together. For this model,
evolution equation of turbulence kinetic energy k and specific dissipation rate ω are modeled as

∂(ρk)

∂t
+

∂

∂xj
[ρUjk − (µ+ σkµt)

∂k

∂xj
] = P − β∗ρωk,

∂(ρω)

∂t
+

∂

∂xj
[ρujω − (µ+ σωµt)

∂ω

∂xj
] =

γ

νt
P − βρω2 + 2(1− F1)

ρσω2

ω

∂k

∂xj

∂ω

∂xj
,

(23)

where P is the production of turbulence kinetic energy. In current study, P is written in SST-V2003 form,
as

P ∗ = µtΩ
2 − 2

3
ρkδij

∂Ui
∂xj

,

P = min(P ∗, 10β∗ρωk),
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where Ω =
√

ΩijΩij is the vorticity magnitude. The turbulent eddy viscosity is computed from

µt =
ρa1k

max{a1ω, SF2}
, (24)

where νt = µt/ρ is the turbulent kinematic viscosity, S =
√

2SijSij is the shear strain rate magnitude. Ωij
and Sij are denoted by

Ωij =
1

2
(
∂Ui
∂xj
− ∂Uj
∂xi

), Sij =
1

2
(
∂Ui
∂xj

+
∂Uj
∂xi

).

Each of the constants is a blend of an inner constant and outer constant via

φ = F1φ1 + (1− F1)φ2, (φ = σk, σω, β, γ)

where φ1 represents the inner constants of k − ω model and φ2 represents the outer constants of the k − ε
model. For inner layer,

σk1 = 0.85, σω1 = 0.5, β1 = 0.075, γ1 =
5

9
,

and for outer layer,

σk2 = 1.0, σω2 = 0.856, β2 = 0.0828, γ2 = 0.44.

F1 and F2 are hybrid functions are given by

F1 = tanh{min[max(

√
k

β∗ωd
,

500µ

ρωd2
),

4ρσω2k

CDkωd2
]}4,

F2 = tanh[max(
2
√
k

0.09ωd
,

500µ

ρωd2
)]2,

CDkω = max(
2ρσω2

ω

∂k

∂xj

∂ω

∂xj
, 10−10),

where d is the colsest distance from the field point to the nearest wall, and left constants are a1 = 0.31 and
β∗ = 0.09.

In this paper, turbulent variables k and ω are updated separately from the conservative variables in the
GKS. Incorporated with second-order GKS solutions for conservative flow variables, the turbulent equations
are solved with van Leer limiter and Roe scheme for advection terms, and second-order center difference
for source terms. When coupled with the high-order GKS solutions, the turbulent models are solved by
WENO-JS reconstruction and Roe scheme for advection terms and fourth-order center difference for source
terms.

4 Numerical tests
In this section, numerical tests from low-speed smooth flow to transonic flow will be presented to validate
our numerical scheme. The collision time τ takes

τ =
µ

p
+ C
|pl − pr|
|pl + pr|

∆t,

where µ is the viscous coefficient obtained from Sutherland’s Law, and C is set to be 1.5 in the computation.
pl and pr denote the pressures on the left and right sides at the cell interface. In smooth flow region, τ goes
to τ = µ/p automatically. ∆t is the time step which is determined according to the CFL condition.
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4.1 DNS 3D case: Taylor-Green vortex
Taylor-Green vortex is a benchmark to validate the performance of high-order scheme. Here, the explicit
high-order GKS is performed on this case for verifying the high-order accuracy in space and time. With a
uniform temperature field, the initial condition is given by

U = V0sin(
x

L
)cos(

y

L
)cos(

z

L
),

V = −V0cos(
x

L
)sin(

y

L
)cos(

z

L
),

W = 0,

p = p0 +
ρ0V

2
0

16
(cos(

2x

L
) + cos(

2y

L
))(cos(

2z

L
) + 2).

The fluid is a perfect gas with γ = 1.4 and the Prandtl number is Pr = 0.71. The flow is computed within
a periodic square box defined as −πL ≤ x, y, z ≤ πL. The characteristic convective time tc = L/V0. In the
computation, L = 1, V0 = 1, ρ0 = 1, and the Mach number takes M0 = V0/c0 = 0.1 and Reynolds number
Re = 280, where c0 is the sound speed.

The volume-averaged kinetic energy can be computed from the flow as it evolves in time, which is
expressed as

Ek =
1

ρ0Ω

∫
Ω

1

2
ρU ·UdΩ,

where Ω is the volume of the computational domain, and the dissipation rate of the kinetic energy is given
by

εk = −dEk
dt

.
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Figure 1: The volume-averaged kinetic energy Ek (a) and the dissipation rate εk (b) based on the explicit
high-order GKS and the explicit second-order GKS.

With 96×96×96 mesh points, DNS is implemented based on the explicit high-order GKS. The numerical
result of the explicit high-order scheme and the explicit second-order scheme for the normalized volume-
averaged kinetic energy and dissipation rate are presented in Figure 1. Compared with the DNS results
from pseudo-spectral method [37], the explicit high-order GKS outweighs the explicit second-order GKS
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obviously. The explicit high-order GKS has a close match with the pseudo-spectral result, while the explicit
second-order GKS has a larger dissipation rate when t ≤ 7 as well as the incorrect behavior after this. This
Taylor-Green vortex problem provides the validation for the high-order accuracy in space and time of the
current high-order GKS. At each cell interface, only the central point is used for the flux evaluation in the
high-order GKS.

4.2 LES 3D case: homogeneous isotropic turbulence in incompressible flow
Incompressible decaying homogeneous isotropic turbulence (IDHIT) is the most fundamental problem for
turbulence theory and model validation, especially for LES model. In current study, the reference experiment
is conducted by Comte-Bellot et al. [38], with Taylor Reynolds number Reλ = 71.6 and turbulent Mach
number Mat = 0.2. Here, computation domain is a (2π)3 box with 64× 64× 64 or 128× 128× 128 uniform
grids, and Vreman-type LES model is used with periodic boundary condition in 6 faces.

The turbulent fluctuating velocity u
′
, the Taylor microscale λ, the Taylor Reynolds number Reλ, the

turbulent Mach number Mat, and the spectral of turbulence kinetic energy (TKE) are defined as

u
′

=< (u2
1 + u2

2 + u2
3)/3 >1/2,

λ2 =
u

′2

< (∂u1/∂x1)2 >
,

Reλ =
u

′
λ

ν
,

Mat =
< u2

1 + u2
2 + u2

3 >
1/2

c
,

E(κ) =
1

2

∫ κmax

κmin

Φii(κ)δ(|κ| − κ)dκ,

where < · · · > represents the space average in computation domain. c represents the local sound speed,
and ν represents the kinematic viscosity as µ/ρ. Velocity spectral Φii is the Fourier transform of two-point
correlation, with wave number κmin = 0 and κmax = 64. The initial velocity fields is computed from
experiment energy spectral, with constant pressure, density and temperature.

κ

E
(κ

)

20 40 60

10
­4

10
­3

10
­2

10
­1

Experiment

Implicit high­order GKS, 128^3  cells

Implicit high­order GKS, 64^3 cells

Implicit second­order GKS, 128^3 cells

Implicit second­order GKS, 64^3 cells

Figure 2: Spectral of TKE at dimensionless time t∗ = 0.87 based on the implicit high-order GKS and the
implicit second-order GKS.
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LES calculations with the implicit high-order GKS and implicit second-order GKS on 64× 64× 64 and
128 × 128 × 128 mesh points are performed. Figure 2 shows the spectral of TKE at dimensionless time
t∗ = 0.87, based on the implicit high-order GKS and the implicit second-order GKS. Spectral of TKE based
on the explicit scheme almost has no difference with the implicit scheme, so they have not been shown in
here. With the same grid, in high wavenumber region, TKE spectral from the implicit high-order scheme
is much closer to the experiment result, which outweighs results from the implicit second-order scheme. In
particular, result of the high-order scheme on 64 × 64 × 64 mesh points performs better than that of the
second-order scheme on 128×128×128 mesh points. This shows that high-order accuracy solutions in space
and time are obtained in this IDHIT system with the Vreman-type LES model. In addition, for implicit
scheme, the CFL number can reach 1.5 maximally, while the maximum CFL number is 0.32 for the explicit
scheme. So, a large CFL number has been obtained in this implicit scheme.

4.3 RANS 2D case: incompressible flow with zero pressure gradient over a flat
plate

Two-dimensional zero pressure gradient smooth flow over flat plate is used to test the high efficiency of
the implicit high-order GKS. Free stream condition is Mach number Ma = 0.2, and Reynolds number
Re = 5 × 106 with reference length 1.0. The computation domain includes the length of the flat plate
L = 2.0, the height of the flow field H = 1.0, and the leading edge of the flat plate at x = 0. Boundary
conditions are imposed as the reference data in the website [39]. As presented in table 1, the second-order
GKS and CFL3D are implemented on fine G2 grid, while the high-order GKS is performed on moderate G1
grid. The total grid of G2 is almost 4 times larger than that of G1, and a smaller Y + is used in G2. Here,
Y + is the non-dimensional wall distance for the first level grid upon the wall.

Table 1: Grid information of moderate G1 grid and fine G2 grid
Grid Nx×Ny Total grid Y + Solver
G1 273× 193 52689 0.2 high-order GKS
G2 543× 385 209825 0.08 second-order GKS/CFL3D

G1 grid is split into 5 blocks for parallel computing on Intel Xeon E5-2962 v2 cores provided by TianHe-II
in Guangzhou. As table 2 presents, maximum CFL number for the implicit high-order GKS is 3.0. However
the maximum CFL number for explicit high-order GKS is 0.2. On moderate G1 grid, considering the CPU
time/each step for the two schemes, the implicit high-order GKS can speed up 13.6 times than the explicit
high-order GKS. Residual convergence curves of these two schemes are plotted in Figure 3. Table 2 also
shows the implicit high-order GKS on moderate G1 grid, which is 1.5 times faster than the implicit second-
order GKS on fine G2 grid for the same residual decrease as shown in Figure 3. Furthermore, Figure 3 shows
the total residual decreasing from the implicit high-order GKS on moderate G1 grid is larger than that of
the implicit second-order GKS on fine G2 grid.

Table 2: Maximum CFL number and CPU time for the implicit/explicit high-order GKS on G1 grid and
the implicit second-order GKS on G2 grid

Numerical scheme Grid Max CFL number CPU time
Implict high-order GKS G1 3.0 0.56 s /each step
Explicit high-order GKS G1 0.2 0.51 s /each step
Implict second-order GKS G2 3.2 1.55 s /each step

Total residuals of all cases reduce down to the 5 orders of magnitude. The comparisons between the
solutions from the implicit high-order GKS on moderate G1 grid and the results from the second-order
CFL3D on fine G2 grid in turbulence kinetic energy and specific dissipation rate are given in Figure 4.
From Figure 4, even though the implicit high-order GKS is run on moderate G1 grid, the non-dimensional
turbulence kinetic energy k and specific dissipation rate ω agree well with the second-order CFL3D on fine
grid G2. Quantitative comparisons are as follows. Figure 5(a) shows, for the near wall velocity profile
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Figure 3: Total residual curves for the implicit/explicit high-order GKS on G1 grid, the implicit second-order
GKS on G2 grid.

at X = 1.9, the results of implicit high-order GKS on moderate G1 grid is comparable with the second-
order GKS/CFL3D on fine G2 grid. For turbulent flow, friction coefficient is very critical in validating the
simulation result, as shown in Figure 5(b). The comparable results are shown in Figure 5(b) for frictional
coefficient along the flat plate. Specifically, the implicit high-order GKS on moderate G1 grid captures the
transition region well, as the transition region from leading edge x = 0 to x = 0.01 as shown in [20], where
the frictional coefficient profile shows a spoon-like curve.

4.4 RANS 3D case: transonic ARA M100 wing-body flow
Transonic flow around three-dimensional complex configuration of ARA M100 wing-body is simulated. This
case is adopted to study the robustness of capturing shock and high efficiency in three-dimensional transonic
high-Reynolds number flow by the current implicit high-order GKS. Typical cruising condition of ARA
M100 is the one corresponding to an angle of attack α = 2.873◦, Mach number Ma = 0.8027, and a root
chord based Reynolds number of Rerc = 1.31 × 107 (root chord rc = 0.378m). In this paper, C-O type
grid of 321 × 57 × 49 provided by [40] is used, with an off wall Y + distribution as follows: Y +

wing = 0.8,
0.1 ≤ Y +

fuselage ≤ 30. Configuration of ARA M100 wing-body and surface grid are shown in Figure 6, whose
black part is the wing and the green part represents fuselage.

In current study, the total residual reduces down to 4 orders of magnitude. The maximum CFL number of
the implicit high-order GKS is 1.8, while the CFL number of the explicit high-order GKS is limited by 0.25.
Following analysis is based on the numerical results from the implicit high-order GKS with CFL number 1.

Figure 7 (a) shows pressure coefficient Cp contours on the upper fuselage, where the normal shock
footprint on the wing’s suction side is observed. To show the shock clearly, Ma contour at Z/b = 0.935 near
the wing’s tip is presented in Figure 7 (b). This wing slice shows the normal shock and its interaction with
the turbulent boundary layer, which verify the robustness of the scheme on the capturing of shock.

Comparisons of pressure coefficient Cp profiles at four wing sections among the experimental data, the
current implicit high-order GKS, the second-order GKS [18], the second-order Navier-Stokes solver, and
results from CFL3D based on S-A model, are plotted in Figure 8. Figure 8 shows that the shock is captured
well in all, but the shock of the slices closest to wing root is predicted slightly downstream in comparison
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Figure 4: Non-dimensional contours of turbulence kinetic energy k and specific dissipation rate ω, (a)(c)
from the high-order GKS on G1 grid, and (b)(d) from the second-order CFL3D on G2 grid.
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Figure 5: (a)Near wall velocity profile at x = 1.9 and (b) frictional coefficient along plate.

with the experiment data. For different turbulence models, numerical results show that k−ω SST model is a
little better than S-A model, which can be seen clearly in Figure 8 (d). In addition, result from GKS coupled
with k − ω SST model outweigh that from Navier-Stokes solver. Compared with the obvious difference
between different turbulence model, the current implicit high-order GKS almost takes no advantage than
the implicit second-order GKS. It is not surprising as the turbulence model error dominates in this transonic
three-dimensional complex RANS simulation rather than the numerical discretization error. This indicates
that developing appropriate turbulence model is still the most important task for three-dimensional complex
RANS simulation. For transition flows [41, 42, 43], the turbulent model may play an even more important
role.

(a) (b)

Figure 6: Configuration of ARA M100 wing-body (a) and illustration of surface grid (b).

14



X

Y

Z

0.6

0.2

­0.2

­0.6

­1

­1.4

(a)

1.4

1.3

1.2

1.1

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

(b)

Figure 7: Pressure coefficient Cp contour on the upper fuselage and wing surface (a) Ma contour Z/b = 0.935
(b). Z is the distance to the root chord plane and b is the wing span.

5 Conclusion
In present work, targeting on accurate and efficient simulation of three-dimensional turbulent flows, an
implicit high-order GKS with LU-SGS method is developed under the two-stage fourth-order framework.
Vreman-type LES model for large eddy simulation and k − ω SST model for RANS simulation are coupled
with the current implicit high-order GKS. The cases of Taylor-Green vortex problem, incompressible decay-
ing homogeneous isotropic turbulence, incompressible high-Reynolds number flat plate turbulent flow, and
transonic high-Reynolds number ARA M100 wing-body flow, are tested. The high-order GKS shows the
higher accuracy in space and time than that of the second-order GKS. Compared with the explicit high-order
GKS, the implicit high-order scheme provides great improvement on the computational efficiency. In addi-
tion, the robustness of the current implicit high-order GKS and the ability to capture shock are validated
in the transonic three-dimensional complex RANS simulation. This transonic 3D simulation indicates that
turbulence model plays a a leading role in the capturing of high-Reynolds number turbulent flow. Developing
appropriate turbulence model is still the most important task for three-dimensional turbulence simulation.
The implicit high-order GKS with hybrid RANS/LES model will be studied in the future.
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Figure 8: Comparisons of pressure coefficient Cp profiles at selected span-wise locations of ARA M100 wing-
body from experiment data, the current implicit high-order GKS, the second-order GKS, the second-order
Navier-Stokes solver, and the second-order CFL3D. c is the local chord length.
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