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Abstract

Wind energy has become a mature technology in the past decade, nevertheless there are still open
challenges to continue its growth and development. Recently, there has been an increasing interest in
the academic community as well as in the industrial sector about the operation and control of a wind
farm at a farm level. This new paradigm has different purposes, from maximizing power production
through wake modulation to active power control. Different strategies, from physical experimentation
to numerical simulation, have been developed to do research in this field. The aim of the present paper
is to present results of a validated numerical method applied to the simulation of a state of the art
experimental setup. Two setups subject to an atmospheric boundary layer like inflow condition are
simulated, a stand alone model wind turbine without torque controller and three model wind turbines
with a non-greedy yaw setting. An acceptable agreement is obtained between the experimental data and
the numerical results, showing an interesting complementary approach between physical and numerical
simulation.

1 Introduction

Wind energy has expanded globally in the past few decades, becoming a mature technology, achieving almost
466 GW of installed capacity [1]. This development of wind energy has been supported by technological
improvements which are related to an increase in hub height, rotor diameter and unit power, which has led to
larger capacity factors for the same wind speed [2]. Nevertheless, there are still open challenges to continue
its growth and development. Low, medium and high fidelity models, as well as laboratory and full-scale
measurements, are complementary strategies [3], that should be combined.

Computational fluid dynamic codes represent the state of the art to simulate with high fidelity the
flow through wind turbines. Two approaches exist in order to represent the presence of a wind turbine in a
simulation [4]: 1) actuator models, in which the blades are represented as body forces, 2) direct representation
of the blade’s geometry through the computational mesh. Among the actuator models, the Actuator Line
Model (ALM), introduced in [5], has been widely validated (please see for instance [6, 7, 8, 9, 10, 11, 12]),
showing to reproduce accurately the wind flow in the wake of a wind turbine with moderate computational
cost as compared to direct representation. Despite this, it is still a hard task to accurately simulate the wind
flow through a stand alone wind turbine and wind farms, characterizing the wakes as well as calculating
integral quantities as power and thrust coefficients, as it can be seen in the different blind tests developed
in the past few years [13, 14, 15, 16].

Recently, the authors have evaluated the ALM with coarser spatial resolutions and also larger time steps
than what is generally recommended, considering an uniform inflow condition [17] as well as an Atmospheric
Boundary Layer (ABL) like inflow condition. For the latter three validation cases have been assessed: Horns
Rev offshore wind farm, a 7.7 MW onshore wind farm in Uruguay and a well-known wind tunnel campaign
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[18, 19, 20], finding a good agreement with the SCADA (Supervisory Control And Data Acquisition) data
in the power deficits in [18, 19] and accuracy to reproduce the wake of the model wind turbine in [20].

Several studies combine numerical simulation and wind tunnel experimental campaigns. For example, in
[21] a stand-alone model wind turbine placed in a wind tunnel and subject to an ABL like inflow condition
is simulated with different actuator models to represent the wind turbine rotor, finding a good agreement
in the main characteristics of the wake. This experimental campaign has been simulated by other authors,
see for instance [20, 22]. A similar experimental setup, but studying the wind flow through and above an
array of model wind turbines, is simulated in [23] taking into account different layouts. The experimental
campaigns used in the different blind tests mentioned above have been simulated by different research groups,
for example Blind Test 1 [13] has been simulated in [24, 17], Blind Test 2 [14] in [17], Blind Test 4 [16] in [10].
Regarding the experimental data considered in this work, tests were conducted within the boundary layer
wind tunnel of the Politecnico di Milano [25]. A scaled wind farm, composed of three wind turbine models
already used within other research projects [26, 27, 28], has been employed, together with two synchronized
scanning LiDARs, to generate part of the results discussed in this paper.

The aim of the present paper is to present results of a validated numerical method applied to the
simulation of a state of the art experimental setup, that has not been widely simulated. Two setups subject
to an atmospheric boundary layer like inflow condition are simulated, a stand alone model wind turbine
without torque controller and three model wind turbines with torque controller and a non-greedy yaw
setting. The paper is organized as follows: Section 2 presents the solver and the ALM implementation,
Section 3 describes the experimental setup, Section 4 presents the main results and summary is given in
Section 5. A manuscript with further results have been submitted and it is under review.

2 Numerical Method

2.1 Flow solver

caffa3d.MBRi is an open source finite volume code, second order accurate in space and time. A brief
presentation of the solver is given in this Section, for further information and validation examples please see
[29, 30].

The domain is divided in unstructured blocks of structured grids, using a collocated arrangement. The
same block structure is used for parallelization through MPI by domain decomposition. The mathematical
model comprises the mass balance equation (1) and momentum balance equation (2) for a viscous incom-
pressible fluid, together with generic passive scalar transport equation (3) for scalar field φ with diffusion
coefficient Γ. Note that (2) has been written only for the first Cartesian direction ê1. The balance equations
are written for a region Ω, limited by a closed surface S, with outward pointing normal n̂S .∫

S

(~v · n̂S) dS = 0 (1)

∫
Ω

ρ
∂u

∂t
dΩ +

∫
S

ρu (~v · n̂S) dS =∫
Ω

ρβ (T − Tref )~g · ê1dΩ +

∫
S

−pn̂S · ê1dS +

∫
S

(2µD · n̂S) · ê1dS (2)∫
Ω

ρ
∂φ

∂t
dΩ +

∫
S

ρφ (~v · n̂S) dS =

∫
S

Γ (∇φ · n̂S) dS (3)

where ~v = (u, v, w) is the fluid velocity, ρ is the density, β is the thermal expansion factor, T is the fluid
temperature and Tref a reference temperature, ~g is the gravity, p is the pressure, µ is the dynamic viscosity
of the fluid and D is the strain tensor.

The generic transport equation (3) for passive scalars can be used to implement, in a straightforward
manner, further physical models like heat transport, turbulence models, etc. The use of equations in their
global balance form, together with the finite volume method, as opposed to the differential form, favors
enforcing conservation properties for fundamental magnitudes as mass and momentum into the solving
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procedure [31].
The global grid is made up from structured grid blocks, which can be either orthogonal Cartesian grid

blocks or curvilinear body fitted grid blocks. Nevertheless, geometrical and flow properties are always
expressed in a Cartesian coordinate system, expressing flow properties in primitive variables. To provide
greater geometrical flexibility, the immersed boundary method [32] can be combined with both, Cartesian
and body fitted grid blocks. In addition to this, an overlapping grid technique based on [33] is implemented
in the code, allowing for independent grids with higher quality where it is required.

Each equation in the mathematical model is discretized and linearized at each cell to obtain a discrete
approximation in the form of (4), written again for the u velocity component, where the variable value at
each cell center is related to the values at the six neighbors. Further details for discretization of each term
will not be given here but can be found in [29, 30], together with validations of the solver.

Au
P · uP +Au

W · uW +Au
E · uE +Au

S · uS +Au
N · uN +Au

B · uB +Au
T · uT = Qu

P (4)

A block structured variant of the Stone-SIP solver algorithm [34] that accommodates well to the block
structure inherited from the grid, is used. This allows efficient parallelization through MPI.

To deal with the linearization and subsequent coupling of linear systems for each equation in the mathe-
matical model, an outer-inner iteration scheme for each time step is employed, as shown in Figure 1. Linear
systems for each equation in the mathematical model are sequentially assembled and undergo inner iterations
with SIP or AMG-SIP linear solvers. The outer loop is repeated within each time step until the desired
level of convergence is achieved before continuing to the next time step. Regarding the turbulence model,

Figure 1: Iteration scheme for one time step (adapted from [31]).

different subgrid scale models in the context of Large Eddy Simulation (LES) are implemented: the stan-
dard Smagorinsky model [35] with damping function for smooth [31] and rough surfaces [36], the dynamic
Smagorinsky model [37] with different averaging schemes, the dynamic mixed Smagorinsky model [38] and
the scale-dependent dynamic Smagorinsky model [39] with different averaging schemes.

2.2 Actuator Line Model

In the ALM, the wind turbine rotor is represented as a body force field, instead of resolving the blade
boundary layers, each blade is represented as a line that moves with the rotational speed of the rotor and it
is discretized in radial sections where the aerodynamic forces are computed (Figure 2, left). To compute the
force in each radial section, geometrical properties (chord length and twist angle) as well as aerodynamic
properties (lift and drag coefficients) are found. The latter are obtained from tabulated airfoil data. At each
radial section the aerodynamic force is computed as

~f = −1

2
ρV 2

relc(CL ~eL + CD ~eD)dr (5)

where ρ is the air density, Vrel is the relative velocity, c is the chord length, CL is the lift coefficient, CD is
the drag coefficient, ~eL is a unit vector in the direction of the lift force, ~eD is a unit vector in the direction of
the drag force (Figure 2, right) and dr is the length of the radial section. Prandtl’s tip loss correction factor
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Figure 2: ALM rotor representation (left) and a cross-sectional airfoil radial section (right).

is applied, as it has shown to improve the results [17]. A Gaussian smearing function (6) is used to project
the aerodynamic forces onto the computational domain, taking into account three smearing parameters, one
for each direction (n normal, r radial and t tangential) as described in [18].

f(dn, dr, dt) =
1

εnεrεtπ1.5
e−( dnεn )2e−( drεr )2e−(

dt
εt

)2 (6)

3 Experimental setup

The experimental setup is shown in Figure 3. It consists of 3 wind turbine models, in the following named
G1s, whose rotor diameter D is 1.1 m and which were separated 4D in the streamwise direction and with a
lateral shift of half a diameter. The same figure also depicts the two short-range WindScanners which were
employed to get a reliable high resolution mapping of the wind field. Local flow measurements obtained by
hot-wire probes were also used to validate the results shown in Section 4.

Figure 3: Wind farm layout in the wind tunnel.

3.1 Wind turbine models

Each G1 (see Figure 4) is equipped with a three-blades rotor whose maximum rotating speed is 850 rpm.
Each carbon-made blade, mounted on the hub with two bearings, houses, within its hollow root, a small
brushed motor equipped with a gear-head and a built-in relative encoder. This system enables, together
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with a dedicated electronic control board housed in the hub spinner, the individual pitch angle variation of
the blade.

The rotor is connected with three small screws to the main shaft, whose torsional and bending loads
are measured by means of strain gauges glued on four CNC-machined small bridges. Three miniaturized
electronic boards, fixed to the hub and rotating with it, provide for the power supply and conditioning of
the shaft strain gauges. The shaft is held by two bearings and after them there is a torque-meter, which
enables the measurement of the torque provided by the generator, located in the rear part of the nacelle
and managed by a dedicated servo-controller. An optical encoder, located between the slip ring and the rear
shaft bearing, allows for the measurement of the rotor azimuth. In order to enable the accurate measurement

Figure 4: Layout of G1 model.

of the loads at the tower base, strain gauges were glued on four small bridges machined close to the base
and sized so as to have sufficiently large strains. Two electronic boards provide for the power supply and
adequate conditioning of this custom-made load cell.

A brushed motor, housed within the hollow tower top and equipped with a gear-head, allows for the
complete yawing of the entire nacelle. To this aim, an optical encoder provides feedback to an electronic
device that controls both the yaw actuator and a magnetic brake. Finally, aerodynamic covers of the nacelle
and hub ensure a satisfactory quality of the flow in the central rotor area

Each model is controlled by a M1 Bachmann hard-real-time module. Similarly to what is done on real
wind turbines, the M1 implementes collective or individual pitch-torque control laws, similar to the ones
described in [40] and references therein.

The performance of the G1 rotor, whose blades are equipped with the low-Reynolds airfoil RG14 [41], was
measured for different values of the airfoil Reynolds numbers (between 50-90000) and at several combinations
of TSR and collective pitch settings. The measured maximum power coefficient is approximately 0.42 at
λ ∈ [7, 8] and β ∈ [−2◦, 0◦].

Significant differences were noticed between the measured and theoretical Blade Element Momentum
(BEM)-based aerodynamic performance computed using nominal polars. This problem is probably due
to inaccuracies in the airfoil performance computation, in turn due to the challenges associated with the
prediction of the laminar bubble separation at very-low Reynolds number. To correct for this, an identifi-
cation procedure [42] was used to calibrate the polars, leading to the satisfactory agreement shown in other
publications [12, 43].

The undisturbed wind speed was measured by means of a Pitot tube, also shown in Figure 3, placed at
hub height in front of the upstream model.
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3.2 Short-range LiDARs

Each of the two short-range LiDARs was installed near the walls of the tunnel, approximately 7D upwind
of the turbine models. The LiDARs provided averaged wind speeds at rates up to 390 Hz. They were both
equipped with two prism motors and a focus motor, which enabled steering the laser beam within a cone
of 120◦ of aperture. A common central motion controller ensured that the two focused laser beams were
synchronously following a common scanning trajectory. A complete description of the system, as well as
the demonstration of its potential when applied to the measurement of small scale flow structures in a wind
tunnel, is given in [44].

Three LiDAR systems with three linearly independent beam directions would be necessary to measure the
three-dimensional flow velocity vector. Given the distance from the LiDARs and the points of measurement,
as well as considering that LiDAR heads are located slightly above the turbine hub height, the plane created
by the LiDAR beams is mostly horizontal (±3◦). It can therefore be assumed that, from two temporally and
spatially synchronised line-of-sight measurements, one can derive the components of the flow speed along
and laterally to the main wind direction, with an insignificant contamination of the result by the vertical
wind speed component [44].

4 Simulation cases and results

In this Section the different simulation cases considered are presented, first introducing the numerical setup
used and then describing the main results obtained.

4.1 Stand-alone model wind turbine

A scale model wind turbine G1, described in Section 3, is simulated subject to an ABL like inflow condition,
with a mean streamwise velocity component of 5.0 m/s at hub height and turbulence intensity of approx.
5.5%. The vertical profile of the mean streamwise velocity component is characterized by a power law with
shear exponent of 0.09. The model wind turbine operates at fixed pitch angle and fixed angular velocity
(without torque controller).

4.1.1 Numerical setup

The size of the computational domain is 27.50 m in the streamwise direction, 5.50 m in the spanwise direction
and 4.50 m in the vertical direction. Three spatial resolutions, described in Table 1, are considered for the
simulation of the stand alone model wind turbine with fixed angular velocity of the rotor and the middle
resolution is used for the case with three model wind turbines. In each spatial resolution, the domain is
uniformly divided in the streamwise and spanwise direction (Nx and Ny grid cells respectively), while a
stretched grid is used in the vertical direction with Nz grid cells, covering NzRotor grid cells in one vertical
rotor diameter. A zero velocity gradient is imposed at the outlet and a wall model based on the log law is

Table 1: Numerical setup.

Spatial resolution Nx Ny Nz ∆x(m) ∆y(m) zmin(m) R/∆x R/∆y NzRotor

R0 256 64 64 0.107 0.086 0.035 5.1 6.4 22

R1 384 96 80 0.072 0.057 0.022 7.7 9.6 30

R2 512 128 108 0.054 0.043 0.016 10.2 12.8 40

used to compute the stress at the surface while periodic conditions are used in the lateral boundaries. The
Crank-Nicolson scheme is used to advance in time with a time step of 0.005s and the scale dependent dynamic
Smagorinsky model with local averaging scheme is used to compute the subgrid scale stress, as in previous
studies [17, 20] where better results were obtained with this subgrid scale model. The convective term is
approximated by an implicit term and an explicit deferred correction, combining a third order compact
scheme with a fourth order central difference compact scheme [31]. The inflow condition is obtained from a
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precursor simulation, taking into account the same numerical setup but without wind turbine and applying
a periodic boundary condition in the west and east boundaries and a constant pressure gradient as forcing
term. The model wind turbine is placed 2D from the inlet.

Figure 5: Side view of the computational domain (top). Spatial resolution R1: zoom view close to model
wind turbine (bottom, left) and cross section (bottom, right). Blue dots represent grid node centers.

To represent the wind turbine rotor, the ALM is used with 10 radial sections in each line. The chord and
twist angle are obtained from the technical data of the model wind turbine. The airfoil used is the RG14 for
the entire blade. Prandtl’s tip loss correction factor is applied, as it has shown to improve the results [17].
A Gaussian smearing function is used to project the aerodynamic forces onto the computational domain,
taking into account three smearing parameters (one for each direction: normal to the rotor plane, tangential
and along the blade), as described in [18].

The nacelle as well as the wind turbine tower are represented through drag coefficients, see for instance
[21], using a 3D smearing Gaussian function to project the forces onto the computational domain.

4.1.2 Numerical results

In this Section, numerical results obtained with the numerical framework described above are presented,
comparing them with high-resolution wind tunnel measurements and focusing on wake characteristics (mean
streamwise velocity component and turbulence intensity) and integral quantities to assess wind turbine
performance (power and thrust coefficients).

First, the mean streamwise velocity component is analyzed. Figure 6 depicts contours of the mean
streamwise velocity component in a vertical plane passing through the rotor center along the streamwise
direction for the three spatial resolutions considered. That figure shows the wake deficit downstream the
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rotor, characterized by a large velocity deficit in the wake center and extending beyond 10D downstream.
The results from spatial resolutions R1 and R2 are quite close, while the results obtained with the coarser
spatial resolution, exhibit a larger maximum velocity deficit. This is more clear when seeing Figure 7 where
profiles of the mean streamwise velocity component at different locations in the wake from the rotor plane are
presented, comparing the results of the different spatial resolutions considered and the experimental data.
A good agreement is achieved with all the spatial resolutions assessed, obtaining better results with grids
R1 and R2 particularly in the wake center. This could be related to the simple model used to represent the
nacelle and tower, as it has shown to have a significant influence in the simulation of similar experimental
setups [12]. Regarding the turbulence intensity, Figure 8 presents contours of the turbulence intensity in a

Figure 6: Mean streamwise velocity component in a plane passing through the rotor center. Top: spatial
resolution R0, center: spatial resolution R1, bottom: spatial resolution R2. The model wind turbine is
sketched in black.

vertical plane passing through the rotor center along the streamwise direction for the three spatial resolutions
considered. In all cases, the maximum turbulence intensity is obtained at the top tip height as presented in
[21, 20], while a zone of high turbulence intensity extends to almost 6D downstream from the rotor plane.
The coarser spatial resolution predicts a larger zone of high turbulence intensity, probably related to the
fact that the spatial resolution is too coarse (please see Table 1). When looking at the turbulence intensity
profiles at different locations in the wake from the rotor plane in Figure 9, the difference between grid R0 and
grids R1 and R2 is more clear, achieving an acceptable agreement with the latter. Close to the rotor plane,
at 2D, the differences between the experimental data and the results of the simulations, are larger, a similar
observation has been presented in [20, 45, 46]. Nevertheless, the results from R1 and R2 are fair enough
considering similar approaches [13, 14, 15, 16]. Finally, in this Section, integral quantities are presented
in Table 2, which shows the power coefficient and thrust coefficient computed with each spatial resolution.
There is a reasonable agreement in the power coefficient with the experimental data for grids R0 and R1,
while spatial resolution R2 underestimates it. It should be mentioned that the inflow generated by the wind
tunnel is not homogeneous in the spanwise direction, with variations in flow velocity up to 6% [43], while the
experimental power coefficient is computed with the average wind speed measured by a Pitot tube located
upwind from the wind turbine. On the other hand, there is a variation in the numerical power coefficient
obtained with the spatial resolutions considered. It is well known that the power coefficient obtained with
the ALM depends on the smearing factor used, as well as on the spatial resolution [47, 17], among other
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Figure 7: Mean streamwise velocity component at different locations in the wake at hub height, for the three
spatial resolutions considered. Dotted green lines represent the rotor center and blade tips. Open circles
represent experimental data.

Figure 8: Turbulence intensity in a plane passing through the rotor center. Top: spatial resolution R0,
center: spatial resolution R1, bottom: spatial resolution R2. The model wind turbine is sketched in black.

9



things. In addition to this, each power coefficient is computed taking into account the mean streamwise
velocity component in the inlet boundary at hub height in front of the rotor (averaging one rotor diameter in
the spanwise direction) and the inlet boundary conditions are obtained from different precursor simulations.

Figure 9: Turbulence intensity at different locations in the wake at hub height, for the three spatial resolutions
considered. Dotted green lines represent the rotor center and blade tips. Open circles represent experimental
data.

Table 2: Power and thrust coefficients. Values in brackets represent the difference between experimental and
simulated value.

Cp Ct

Exp. Data 0.453 0.788

Sim.
R0 0.451 (-0.3%) 0.717 (-9.0%)

R1 0.428 (-5.4%) 0.716 (-9.2%)

R2 0.414 (-8.5%) 0.699 (-11.3%)

4.2 Three model wind turbines

In this Section another case is simulated consisting of 3 model wind turbines G1, separated 4D in the
streamwise direction and with a lateral shift of half a diameter. During the experimental campaign each
model wind turbine is operated with the torque controller and pitch control on, nevertheless the pitch value
is almost fixed to 0.42◦. An ABL like inlet condition is used, with a mean streamwise velocity component
of 5.67 m/s and turbulence intensity of approx. 5.0% at hub height and a shear exponent of the potential
law equal to 0.08 [44]. This configuration is the same as the one used in [26] to study a close-loop wind farm
control development to maximize power production.

In this paper, the optimal yaw setting obtained in [26] is evaluated, in which the yaw offset of the
first and second wind turbines in the streamwise direction is 20◦ and 16◦ respectively. Figure 10 depicts
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the simulated configuration taking into account the yaw setup. It should be mentioned that, during the
experimental campaign, the pitch control acted in the third model wind turbine, while this is not included
in the numerical simulation.

The numerical setup described in Section 4.1.1, using only spatial resolution R1, is used. The inlet
condition is obtained from a different precursor simulation adjusting the pressure gradient forcing term
according to the experimental ABL profile. The model wind turbines are simulated operating with torque
controller but without pitch control. A pitch control has been implemented recently in the code.

Figure 10: Computational domain showing the layout for the selected yaw setting. The wind turbine models
are sketched in grey.

The mean streamwise velocity component in a horizontal plane 0.10 m above hub height is depicted in
Figure 11. It can be seen that, when operating the first and second model wind turbines with yaw offset,
the wake after the first one is deviated to the right when seeing from an upstream position as expected. In
this case the inflow near the second model wind turbine has more kinetic energy, so an increase in its power
production would be expected depending on its yaw setting. A similar result is obtained when observing
the evolution of the wake of the second model wind turbine, but with a larger deviation to the right related
to the fact that the spanwise velocity component upstream of it has a negative value caused by the yaw
setting of the first model wind turbine (not shown here). The evolution of the wake center position along
the streamwise direction obtained from the experimental data, is represented in the figure with a white
dashed line. To define the wake center position, a similar approach as the one presented in [48] (based on the
available mean specific power in the wind), is used, but in this case the wake center position is computed by
minimization of Equation 7. From the figure it can be observed that the numerical results follow the general
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trend observed in the wake center evolution found in the experimental data.

fwc (y) =

∫ y+D
2

y−D2
u3 (y′) dy′ (7)

Figure 12 depicts the horizontal profile of the mean streamwise velocity component at different locations in
the wake 0.10 m above hub height, including the numerical results as well as the experimental data. The
spanwise position of the rotor center of each model wind turbine is represented with a green dashed line.
The agreement between the numerical results and the experimental data is very good. The effect of yawig
the model wind turbines is clearly seen in the velocity profiles, confirming the potential to deviate the wake
generated from an upstream wind turbine on downstream wind turbines with the aim of maximizing wind
power generation.

Figure 11: Mean streamwise velocity component in a horizontal plane passing 0.10 m above the rotor center.
Spatial resolution R1. The model wind turbines are sketched in black. The white dash line represents the
wake center computed from the experimental data by minimization of Equation 7.

Figure 12: Mean streamwise velocity component in a horizontal plane 0.10 m above the rotor center at
different locations in the wake. Spatial resolution R1. The wind turbine rotor centers are represented with
green dashed lines. Distance is measured from the rotor plane of the upwind model wind turbine.

12



Regarding integral quantities, Figure 13 presents the power coefficient, the mean angular velocity and
the mean fore-aft bending moment (MFA) for each model wind turbine, including the experimental values
in green. The general trend is well captured in all cases. Power coefficients are overestimated, the larger
error is obtained in the third model wind turbine while the smaller error is obtained in the first model wind
turbine, Table 3 presents the experimental and numerical power coefficients and their difference. The mean
angular velocity is well captured for the first and second model wind turbines and it is a bit overestimated
in the third model wind turbine, the latter is caused by not operating the wind turbine with pitch control to
regulate the angular velocity, influencing also the power computation. As mentioned before, the wind flow
in the wind tunnel is not homogeneous in the spanwise direction [43] and the experimental power coefficients
are computed taking into account the mean streamwise velocity measured by a Pitot tube located upstream
of the first model wind turbine, affecting the computation of the power coefficients. A similar remark can
be done when analyzing fore-aft bending moment.

Figure 13: Power coefficient (top), rotor angular velocity (RPM , center), fore-aft bending moment (bottom).
Spatial resolution R1.

Table 3: Power coefficient of each model wind turbine.

WTG1 WTG2 WTG3 Total

Exp. Data 0.388 0.350 0.404 1.142

Sim. 0.400 0.390 0.462 1.251

Cp diff. 3.1% 11.3% 14.4% 9.6%

5 Conclusions

A Large Eddy Simulation framework with the Actuator Line Model to represent the wind turbine rotors has
been used to simulate different state of the art experimental campaigns developed at Politecnico di Milano
wind tunnel.

A stand-alone model wind turbine operating without torque controller at a fixed pitch has been simulated
with three spatial resolutions, all of them coarser than what is generally recommended when using the
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Actuator Line Model. In general a good agreement with the experimental data has been obtained, for
the wake characteristics (mean streamwise velocity component and turbulence intensity) as well as for the
power coefficient. The coarser spatial resolution overestimates the turbulence intensity despite computing
with an acceptable agreement the mean streamwise velocity component. The thrust coefficient has been
underestimated by the three grids.

A setup with three model wind turbines, separated 4D in the streamwise direction and half a diameter
in the spanwise direction, has been simulated for a non-greedy yaw setting. The mean streamwise velocity
component close to hub height has been analyzed comparing the numerical results with measurements per-
formed in the wind tunnel with two short-range WindScanner lidars, obtaining a close agreement. Regarding
the power coefficients, the power coefficient of each model wind turbine has been overestimated, nevertheless
the general trend is well captured. Fore-aft bending moment has also been computed, achieving good results.
The mean angular velocity of each model wind turbine also compares well with the experimental data.

In general, an acceptable agreement is obtained between the experimental data and the numerical results,
showing an interesting complementary approach between physical and numerical simulation. Future research
will focus on the use of this numerical framework to study wind farm control strategies, both for maximizing
power production and for active power control. The use of GPGPU computing platform as considered in [49]
is now being expanded to the full flow solver, using a dual CUDA / OpenCL sintaxis on top of the coarse
MPI parallelization. This approach allows achieving speedups of up to 30x with respect to the CPU only
solver and will be next extended to the wind turbine module routines.
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[25] C.L. Bottasso, F.Campagnolo, and V. Petrović. Wind tunnel testing of scaled wind turbine models:
Beyond aerodynamics. Journal of Wind Engineering and Industrial Aerodynamics, 127(Supplement
C):11 – 28, 2014.
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and uncertainty analysis of synchronised scanning lidar measurements of 2d velocity fields in a boundary-
layer wind tunnel. Wind Energy Science Discussions, pages 1–17, jan 2017.

[45] S. Xie and C. Archer. Self-similarity and turbulence characteristics of wind turbine wakes via large-eddy
simulation. Wind Energy, 18(10):1815–1838, 2015.

[46] R. Stevens, L.A. Mart́ınez, and C. Meneveau. Comparison of wind farm large eddy simulations using
actuator disk and actuator line models with wind tunnel experiments. Renewable Energy, 116:470–478,
2018.

[47] L.A. Mart́ınez, S. Leonardi, M. Churchfield, and P. Moriarty. A comparison of actuator disk and
actuator line wind turbine models and best practices for their use. AIAA Paper, 900, 2012.

[48] L. Vollmer, G. Steinfeld, D. Heinemann, and M. Kühn. Estimating the wake deflection downstream of
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